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MES RK. This article reviews the supply system, control algorithm and architecture of verbal robot. The
robot is based on publicly available 3D printer. In this research was developed architecture of general
programme system of verbal robot, also improved supply system and control algorithm of overall system.
Using Jetson TxI equipment and a touch screen for interaction with InMoov, an interface was made to
control the entire system. The Kinect detector plays a major role in the process of studying this topic.
Compared with the existing humanoid robots, the verbal robot is highly automated platform, low cost and
fully functional.
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Introduction. Humanoid robots have a human-like design and are able to imitate
human movements [1]. Among humanoid robots with double manipulators and dexterous
hands, maintenance is of great importance. They can provide with companion, operation,
manipulation, material handling and many other services to people. Research into humanoid
robots is always the most active field in intelligent robotics and many large scientific research
institutions. Many humanoid robots have been built over the past few years, such as ASIMO
[2,3b4], HPR [5], WABIANRYV [6], NAO [7,8,9] and the latest robot [10] [11]. The current
humanoid robots are either too expansive or too clumsy. There is a trade-off between robot
flexibility and expenses. This is a huge obstacle blocking the path of a humanoid robot
to our daily life. Some humanoid robots have partial human functions, most humanoid
robots do not have human-like appearances. Some humanoid robots are made of metal,
steel or aluminum, which are too heavy as in the example of the CALUMA robot [12]. To
interact with humans flexibly, robots need a lightweight structure to accommodate their
configuration and be energy efficient [13]. The heavy component of a humanoid robot needs
powerful consumption, and a decrease in battery duration. And besides, tough materials also
bring potential to people, since there are no shock absorbing devices. We can also produce
humanoid robots with plastic material, but this is economical and reasonable only in mass
production. 3D printing is a rapidly developing technology in recent years [14]. Thanks
to 3D printing technology, it is possible to bring an idea from a virtual to a real prototype
very quickly. Some humanoid robots like Flobi [15] and iCub [16] are taking advantage
of 3D printing. Based on the flexibility of 3D printing, a humanoid robot can be assigned
with a vibrant human-like appearance. Also commonly used printing materials such as
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PLA or ABS are inexpensive and can significantly reduce overall manufacturing cost and
time. Moreover, 3D printing is economical and environmentally friendly. Some 3D printing
materials like PLA are biodegradable and the strength of the materials is sufficient for a
humanoid robot. Robot components made from 3D printing are lighter and more resilient,
i.e. the robot can be easy and very easy to move.

Research methodology and results. Figure 1a, b shows a diagram of the developed 3D
printed inexpensive verbal robot. The height of the robot is approximately 170 cm, which
is similar to the normal height of an adult. This robot consists of two parts: the 3D printed
front of the verbal robot, the 3D printed back of the verbal robot and the mobile base. The
mobile base is made of iron and is driven by three 750 W motors. For a life-size verbal robot
with strong mobility, this is very cost effective.

As shown in Table 1, the verbal robot has 50 degrees of latitude, 27 motors, 25 servos
with different loads and 3 center motors, specially designed for the electrical control of the
24V system, a 16Ah lithium battery pack is installed in the mobile base, and provides all the
electrical operation of the robot.

Table 1 — Degrees of freedom of verbal robot

Part Degree of freedom Motors
Right and left hand 30 10
Wrist 2 2
Elbow 2 2
Shoulder 6 6
Head 3 3
Waist 1 2
Mobile base 6 3

The advantages of the wheeled robot: they are faster, more stable, easy manageable,
more efficient and can provide with more payload in implementation, more degree of
freedom allows to move efficiently diagonally, right, left and forward, backward.

The verbal robot consists of 1-head, 2- shoulder, 3- face recognition device, 4- elbow,
5- torso, 6- hand, 7- arms, 8- platform for controlling the entire system, 9- omnidirectional
mobile platform, 10- touch screen.

The mobile platform contains three universal wheels, each wheel spaced 120 degrees apart
to make the robot static and with three distinctive motor wheels to make the robot move.

3D printing front part of the verbal robot. The front side of the robot’s body is completely
3D printed usage (PLA) plastic, which is a kind of biodegradable plastic and has no pungent
odor. The 3D printer which we used has a working area of 200 * 200 * 300mm, which meets
the requirements of the “InMoov” robot. The left and right modular hand has five fingers
and a wrist joint. The fingers have 15 degrees of freedom (DOF) and are driven by five
servo-MG996R through the wire.

Each finger runs through two wires, one wire drives the number to return to straight,
and the other wire drives the number to bend. Because there are 15 DOFs of left and right
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Figure 1 — a) 3D printed front side of the verbal robot;
b) 3D printed back side of the verbal robot

nimble hand modules, they are under a powered mechanical system. When the left or right
hand grabs the object, the finger will convert the object automatically. For the wrist joint,
another MG996R servo is needed to control back and forth rotation.

The mouth and head rotate to the right and left with a total of 7 degrees of freedom.
The left shoulder elbow module has 4 DOFs and this leads to the HS-805BB hi-tech servo.
The arm and elbow module is symmetrical with the left arm and with the elbow module.
The main module and the waist module are considered one module in our “Inmoov” robot
because they are linked to the same control panel. The main module has 3 DOFs, while the
waist module can be controlled by the Inmoov robot to tilt about 20 degrees.

Onboard equipment. As shown in Figure 4, the onboard equipment is installed in an
automated system. In addition to the nested Mega Arduino, six verbal robot “Inmoov”
modules are used to study human robot interaction problems.

Figure 2 — Onboard equipment
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Figure 2 shows to increase the processing capacity, Jetson tx-1 CPU with 32G memory,
128G solid state drive is installed at the end of the robot. A PC running Linux and Robot
Operating System (ROS) can communicate with the Mega Arduino via a serial interface.

Figure 3 —Microsoft Kinect Sensor

Figure 3 shows a Microsoft Kinect sensor is incorporated into the robot’s belly to sense
the environment and interact with humans. Kinect connect to Jetson tx-1. Existing ROS
libraries such as the openni startup are used to get information about the sensor. A 7-inch
touchscreen is installed in the rear to provide additional feedback and interoperability.

Electrical connection of the verbal robot. Onboard equipment is powered by a 24V,
16Ah lithium battery pack. Battery management and breaker units are installed on a mobile
basis. The equipment has different power ratings and requirements. Servos and Arduino are
powered by 6V, but must be isolated from each other. The Kinect requires a 12 volt power
supply. The Jetson tx-1 requires a 19 volt power supply. In addition, to ensure the safety and
stability of the Jetson tx-1 and the touch screen, the 24-volt DC to the inverter is set to 220
V. A block diagram of the power management system is shown in Figure 4.

Figure 4 — Block Diagram of Power Management System

Verbal robot software structure. This software is designed to be modular in order to
match the hardware. The modular drive is easy to operate and maintain. Six modules have
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six control panels, and all of these six modules are linked and used in RS485 to communicate
with the main Arduino Mega 2560.

Figure 5 — Verbal robot control algorithm

As we can see from Figure 5, when the robot is turned on, the system begins to initialize.
After the whole system is connected to the robot modules with 50 degrees of freedom, it starts to
move in a chaotic manner, and in parallel, the platform for controlling the entire system will have
voice guidance, and in parallel it will read the motion sensor data. If there is movement, then the
face recognition device recognizes the moving face of the person. Further, the personalization
of the person begins and will conduct a dialogue with the person and a database is created for
each person with whom the robot communicated. After the dialogue is over, the data is sent to
the propulsion system. If the sensor does not recognize movement, then the robot goes into sleep
mode. After sleep mode at a certain time, the entire system is turned off.

Figure 6 — Verbal robot software architecture “INMOOV”
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Figure 6 shows the proposed structure of the verbal robot software architecture. The
software is divided into five layers, the user layer, the software module layer, the data
processing layer, the communication layer, and the Executive layer. The user layer includes
a function that directly interacts with the robot operator, touch screen, Kinect sensor, and
web monitoring system.

The software module layer consists of software modules for speech recognition,
speech synthesis, face recognition, navigation modules and a chat bot that simulates a real
conversation with the user, as well as a software module for gestures. There is a logical
connection and intelligent control between them. In “INMOOV,” the humanoid robot
Jetson-tx1, running Ubuntu and ROS act as the main controller and coordinator. Based
on the rich ROS libraries, it becomes easier to get the human skeleton and other sensor
information from the Kinect, camera, and microphones. The data processing layer consists
of Jetson-tx1, which can receive commands from Kinect. The communication layer consists
of Arduino Mega 2560 and six nested dispatcher modules. The executive layer consists
of servo motors and 120 degree three motors. The RS485 has a simple structure and can
have many slave modules. In the RS485 network Arduino Mega, as the main computer and
control panel of each module, serves as a computer. The main computer is responsible for
the control command, for acquiring data and for executing the control signal. When the
control panels communicate with the host computer, it follows the Modbus protocol, which
uses the mechanism to eliminate communication errors. In this network, each control panel
serves as a node, which has a different ID. ID can be configured using the onboard Dip
Switch.

Results. This article proposed a fully functional low cost 3D printed verbal robot using
InMoov. The robot is based on the publicly available 3D printed verbal robot “InMoov”.
A dispatcher in mechanical parts and an electrical power system has been developed,
which makes all parts interchangeable. Jetson-tx1 explores a new type of robot software
technology. The verbal robot has a human-like structure as well as a variety of interactive
patterns. The person can communicate with the touch screen and the Kinect sensor. The
Kinect sensor plays a major role in learning progress. The robot has two mobile manipulators
with DOFs.
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LAxknapammuix scone ecenmeyiul MeXHONOUSILAP UHCTMUMYMbL,
2an-Dapabu ameinoasel Ka3ax Yammolk yHusepcumeminiy Aimamot Kaiacol

KYAT )KYHUECIH BACKAPY, AJITOPUTMIH )KOHE AYBI3IIIA
POBOT APXUTEKTYPACBIH JAMBITY

Bynoicymoic Kazakeman Pecnybnuxacwl Binim dcane evinvim munucmpiiei epanmottiviy NeAP08053034
«KaA3aK blM MiNiH Mooenvoey MeH manyowly dcaqa a0icmepin azipney», KP BFM KYO axnapammuolx
JIcoHe ecenmey MEXHONOSUSIAPbI UHCTHUTNYMbIHBIY KOIOAYbIMeH OpblHOandwl. byn makxanada xyam
acyieci, backapy ancopummi Jcane ayblsua pooommuly apXumexkmypacsl Kapacmulpbliadvl. Pobom
arcannviea Koa socemindi 3D npunmepoe acacanzan. Ocvl 3epmmey 6APbICLIHOA AYbI3ULA POOOMINBIY HCAT-
novl 6a20apIaAMANLIK JAHCYUECIHIY apXumeKmypacyl Hcacanobl, COHLIMEH KAmap Kyam JIcyiieci MeH Jicainsl
Jicytieni backapy aneopummi dcemindipinoi. Jetson tx1 scabovievin scane InMoov-nen o3apa apexemmecy
YULiH CEHCOPbIK IKPAHObL KONOAHA OMbIPLIN, OYKIN JHCYleH] OacKapya apHaiean uHmep@ec icacaniobl.
Kinect demexmopul ocbl maxvipbinmol 3epmmey npoyecinoe Mayvizovl pon amkapaovl. Konoanvicmagsl
2YMAHOUOMbL POOOMMAPMEH CANLICMBIPRAHOA, AYbI3UA POOOM JICORAPLI ABMOMAMMAHOLIPLLILAH NAAM-
Gopma, apzan Hcane MOTBIK AHCYMBIC iCeliol.

Tyitin ce30ep: ayvizuia pobom, sHepeeMuUKAIbIK JHcylie, backapy aneopummi, cayiem, Jetson txl.
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' HUnemumym uHopmayuoHHbIX U bIHUCTUMENbHBIX MEXHOI02UL,
’Kazaxckutl nayuonanvuwill ynusepcumem um. anb-Dapabu, 2. Animamot

PABPABOTKA CUCTEMBI IUTAHUS, AJITOPUTMA YIIPABJIEHUS
N APXUTEKTYPbI BEPBAJIBHOI'O POBOTA

Hannasa paboma evinonnena npu nooodepaicke epanma Munucmepcemea oopazosanus u nayku Pecny-
onuxu Kaszaxcman 6 pamxax Pabomor NeAP08053034 «Pazpabomka HOBbIX MeNMO008 MOOeIUPOBAHUsL U
PACnO3HABAHUA KA3AXCKO20 A3bIKA JHcecmosy, Mncmumyma ungopmayuoHHbx u GbIMUCTUMENbHBIX TeX-
nonoeutit KHI] MOH PK. B oannoii cmamve paccmampugaromes cucmema numanusl, aieopumm ynpasie-
HUsL U apxumexkmypa eepoaivHo2o poboma. Pobom ocnosan na obuedocmynvom 3D-npurnmepe. B xooe
OaHHO20 UCCIed08anUs ObLIA Pa3paboOmMana apxumexmypa ooueil nPOSPAMMHOU CUCIEMbL 8ePOAIbHO2O0
poboma, a makaice Yco8epUIeHCME08AHA CUCHIeMa NUMAHUSL U a2OPUTIM YNPAGTeHUs. 00well CUCeMOll.
Hcnonvzys obopyoosanue Jetson Txl u cencopruvlil skpan oas e3aumooeticmeust ¢ InMoov, ovLn cozoan
unmepdghetic ons ynpasnenus éceii cucmemoul. Jemexmop Kinect uepaem sasicnyio poiv 8 npoyecce uzy-
yenus omou memvl. I1o cpagnenuio ¢ cywecmayiowumu eyMaHouOHIMU pobomamu 6epoanbhbvli pooom
npeocmasisem coooll 6bICOKOAGMOMAMUIUPOBAHHYIO NAAMPOPMY, HEOOPO2YIO U NOTHOCHIbIO (QYHKYUO-
HATLHYIO.

Kniouesvie cnoea: sepbanviuvlii pobom, dnepeemuiecKds CUCmeMa, areopumm YnpasieHus, apxi-
mexkmypa, Jetson tx1.



