MHOOPMALMOHHBbIE TEXHOJIOTA

YK 004.8
https://doi.org/10.47533/2020.1606-146X.150

Y. AMIRGALIYEV*, MATEUS MENDES, K. MUKHTAR,
R. JANTAYEYV, CH. KENCHIMOV

Suleyman Demirel University, Kaskelen, Kazakhstan
Professor Politechnic Institute of Coimbra(ISES), Portugal

RESNETS0+TRANSFORMER: KAZAKH OFFLINE HANDWRITTEN
TEXT RECOGNITION

Nowadays, due to the transition to digital data storage, there is a need to implement handwritten text
recognition (HTR), which is an automatic translation of handwritten characters into a machine format.
Handwriting recognition is complicated by the fact that there are many languages and it is possible to write
the same character in different ways. In this regard, we conducted a study of a machine learning model
for recognizing handwritten characters using databases of the Kazakh language. We trained the ResNet50
+ Transformer deep learning model using two published databases of the Kazakh language: KOHTD and
HKR. In the course of the study, these databases were studied on the component and qualitative sides with
a comparison of the results of validation of the trained model. As a result, the KOHTD database showed
results in the form of CER-9.46% and WER-20.18%, while the HKR database showed results in the form
of CER-6.08% and WER-15.51%.
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INTRODUCTION. Handwritten text recognition (HTR), in view of its growing
importance and the enthusiasm of many scholars, is gaining traction in academic study. In
today’s digital age, HTR is in high demand in the industry and is used to convert paper data
to digital media in either an online or offline format [1]. The primary source for offline text
translation into digital format is scanned or picture documents in image format [2]. Bank
checks, medical documents, and postal documents are all examples of these documents. All
this creates a great need to create curpnomastable HTR systems with the ability to function
with a large number of documents in different languages. However, there are challenges
linked with the fact that handwritten words vary in characteristics according on the author
and linguistic traits such as slanted and rounded characters, diacritical dots, transverse
stripes, and curved letters, as in any industry. The accuracy with which characters of varied
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complexity are identified and, as a result, the level of discovering the most appropriate
words, determines the effectiveness of the handwriting recognition system.

In the past years, the field of deep learning has achieved very good results in the field
of optical character recognition, and many methods have proved to be very effective for
many tasks, such as image classification, object detection and pattern recognition [3].
The field of research is handwriting recognition, which has not been left aside having
demonstrated significant progress. Thanks to the use of Convolutional Recurrent Neural
Networks (CRNN) [4]-[6], more and more effective recognition models have been
identified as optical models. These networks use convolutional layers that are responsible
for extracting objects from text images. Then the extraction result is fed to repeating
layers that propagate and decode objects using Connectionist Time Classification (CTC),
which leads to the final result. Inside the CNN there is a Long-term Short-Term Memory
(STM) which is often used as a sequence decoder. Many more approaches, such as
Multidimensional LSTM (MDLSTM), have been proposed in the future to improve the
accuracy of this decoder [7], extending the capabilities of Recurrent Neural Network
(RNN) architectures for multidimensional data. However, while MDLSTM [8], [9] is
ineffective due to its computational cost and complexity, new studies have emerged in
which simpler optical models are presented [12]. A Bidirectional Long-Term Short-Term
Memory (BLSTM) [10] is one of such models. This model comes close to MDLSTM in
terms of results. Although the results using such architectures seem promising, optical
recognition models have some degrees of difficulty remembering long contexts. This is
due to problems with vanishing gradients. In addition, to get better results, these models
employ millions of trainable parameters. As a result, many real-world applications find it
challenging to apply them [11].

In this article, we propose a study of the classification problems in handwritten
input images of the Kazakh language based on a comparison of two databases of
Cyrillic characters using the residual neural network (ResNet) image classification
architecture. The Kazakh language differs from English in that it has a large number
of letters and, accordingly, a large number of words, which in turn complicates
recognition. And also, this complexity is manifested in the collection of databases, in
which it is difficult to balance the qualitative side, which is directly proportional to
the number and variety of handwritten words. The first KOHTD database has a very
large database of handwriting scans in the form of individual words of the Kazakh
language. It differs in that more than 95% consists exclusively of words of the Kazakh
language. The second database differs in that it has a smaller number of scans but
it has better quality. On the other hand, in contrast to the first base, preference is
given more towards the Russian language, which can be seen in the ratio of words:
95% Russian words, 5% Kazakh words. This is explained by the fact that the Kazakh
language in its arsenal of Cyrillic symbols differs from the Russian language in only
9 letters. Further in the study, there is a preprocessing of scans of these databases and
subsequent training of the recognition model. The ResNet architecture was chosen
as the model, which has become popular in the image classification environment and
has many varieties. In our case, ResNet50 is a variety that forms 50 layers of a neural
network and is well suited for large databases.
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II. RELATED WORKS

1. KOHTD. Kazakh Offline Handwritten Text Dataset (KOHTD) [13] is the first database
of handwritten characters consisting only of the Kazakh language. In this paper, the authors
proposed an extensive dataset that contains 3,000 handwritten exam papers and more than
140,335 segmented images, as well as approximately 769,000 characters. The database was
compiled from the examination answers of students of Satpayev University and Al-Farabi
University. It consists of scans divided into individual words and has an extensive collection
of handwriting. The researchers also trained models such as Puigcerver [14], Bluche [15],
Flor [16] and Abdallah [17] as a test of their own database. As a result, a good indicator of
CER and WER in the Flor model was obtained.

Figure 1 — The number of characters in the KOHTD database.
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2. HKR. Russian and Kazakh databases for autonomous handwriting recognition are
presented by the authors in the article “HKR for a handwritten database in Kazakh and
Russian languages”[18]. The database contains about 95% of Russian and 5% of Kazakh
words/sentences, respectively. And it consists of more than 1400 completed forms. There
are about 63,000 sentences, more than 715,699 characters, created by about 200 different
authors. The database mainly contains samples of data (Forms) of keywords in Kazakh and
Russian languages (Districts, Cities, Villages, etc.), handwritten Kazakh and Russian Cyrillic
alphabet, handwritten samples (Forms) of poems in Russian. The database is divided into
two parts: the first contains scans of completed forms, the second contains prepared cuts
of these forms. In this study we will use the second part. But unlike the previous database,
scans are collected in the form of 1-3 words in one scan with dozens of repetitions from
different writers. This, in turn, gives the database a certain quality and is very useful when
teaching the recognition model. But at the same time, there are very few symbols of the
Kazakh language in this database, or even some do not exist at all. In the picture below, we
can notice this and also see the total number of characters.

Figure 2 — The number of characters in the HKR database.
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I1I. METHODS

3.1 Model. When studying the literature, several approaches were found to implement
the above-mentioned system using various CNN and RNN structures. But more attention
was attracted by the ResNet50 architecture in conjunction with the Transformer model [19].
At the moment, the architecture, which is no less popular for its effectiveness from other
architectures, is used in research both in the field of classification of objects with images
and in character recognition. This architecture also differs in that it does not have RNN
layers, which makes it possible to train the model in an unconventionally parallel method,
as opposed to sequential in RNN layers.

The main idea of ResNet is to overcome the notorious vanishing gradient problem by
introducing a «fast connection to the identifier”, which is carried out by skipping one or
more layers. The notorious vanishing gradient problem occurs during model training when
increasing CNN layers, which seems logical when increasing the efficiency of the model.
Due to the fact that the gradient spreads back to earlier layers, this leads to the fact that
the model is limited to a certain number of CNN layers, an increase in which leads to an
increase in training losses. As a consequence of this factor, well-known models such as
VGG network [22] have only 19 convolutional layers, the AlexNet [20] and Google Net
[21] have only 5 and 22 layers respectively. The method of solving this problem in the
ResNet architecture is illustrated in the figure 3.

Figure 3 — A residual block

Stacking layers, according to the authors [23] should not impair network performance
since we could just superimpose identifier mappings on the present network and the new
design would perform similarly. This means that a more complex model should not result in
a larger learning error. In the mathematical equation of identity mapping with the residual
network F(x,{Wi}) denotes the residual mapping to be learned across the stacked-layer, and
x denotes a shortcut connection to be inserted with residue, and both dimensions must be
the same.

y=Fx{Wiyj) +x (1)

In our case, we use a model with 50 layers. In Figure 4, we can see the architecture
of the model in which the embedded identification blocks are shown with many layers of
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convolutional blocks, the structure of which is shown in the right part of the image. “ReLLU”
is used as the activation layer.

Figure 4 — ResNet50 model

Next, we need to consider the Transformer model. Before the evolution of the Transformer,
sequential patterns were learnt using a notion known as the RNN network. RNN, on the
other hand, struggled to remember prior information from long word sequences and so
failed to predict the following words in the series. Long Short-Term Memory (LSTM),
which features an inbuilt forget gate and addition gate, was created to solve this problem.
With the addition of the attention notion, this idea can handle the long-term relationships
between the phrases. It was still unable to capture the dependencies of long phrases, such
as those of 1000 words. Furthermore, we know that sentence length changes from one
phrase to the next, therefore training time varies as well. Because we have to unroll the
LSTM network for each input sentence and compute the gradient at each time step while
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backpropagating gradients, it takes a long time to train. To overcome all of these issues,
researchers developed “The Transformer,” a robust yet simple network design that is built
on attention and has the same property as the recurrence model. When performing tasks like
as machine translation, question and answer modeling, and so on, the attention mechanism
works well. It’s a straightforward recurrent attention system with an end-to-end memory
network. It achieves superior outcomes without the use of sequence-aligned RNNs or
convolution networks.

Figure 5 — The Transformer Architecture.

In this study, we used an architecture that is a combination of ResNet50 as an encoder
and Transformer as a decoder. In the figure 6 we can see that there are two sections of the
architecture. The encoder is on the left, while the decoder is on the right.
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Figure 6 — Model architecture

In our experiment, in the encoder part, we used a ResNet50 for the deeper network.
Feature mapping is then sent through two networks at the same time: a convolution layer
(1x1) and a bottleneck. The outputs of the (1x1) convolution layer are sent into the decoder
sublayer, which is the second multi attention mechanism, and are regarded as a query and
key vector.

The character string is the input to the decoder embedding layer. The input string is
character tokenized using the characters ‘<PAD> at the start and ‘“<EOS>’ at the end. The
preceding layer’s output is fed into a masked multi-layer attention model, which is then
normalized by adding a residual network. The output is then input into two-dimensional
attentional layers, together with the output from feature mapping, and the layer is normalized
using a residual network. The output of layer normalization is fed into a position-wise feed-
forward network, which is then followed by layer normalization using a residual network,
and ‘Softmax’ activation using 2-dimensional dense layers.
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IV. RESULTS. The experiment was conducted on a computer with an intel core i5-10500
processor with 16 GB of RAM. At the beginning of the experiment, both bases were divided
into three parts: for training, for validation and for the test, respectively. The volume of parts
was taken from the general database through random selection, depending on the name of the
scans.

Table 1 — Division results

Dataset Training Validation Test Total
KOHTD 130 697 7778 1880 140 355
HKR 60 396 3571 976 64 943

First, training was conducted on the KOHTD database. Learning parameters learning
rate is 0.0001, dropout is 0.1 and batch size is 100. In case of immutability in the value loss
parameter for 3 epochs, training stops. As a result, the training lasted more than 12 hours
and stopped at 18 epochs. During the training, after each epoch, validation was carried
out using the part of the database that is allocated for validation. With this, the following
parameters such as loss, validation loss and CE (Character Error Rate) were calculated.
Changes in this parameter can be seen in Figure 7 and 8, respectively.

Figure 7 — Loss (orange) and validation loss (blue) values.

Figure 8 — CER loss value.
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Secondly, the training was conducted using the HKR database. The parameters were
identical, that is, the learning rate is 0.0001, the dropout is 0.1, only the packet size was
reduced by 50 since the image size was larger. As a result, the training lasted more than
10 hours and stopped at 17 epochs. During training changes in the parameters of the loss,
validation loss and CER can be seen in Fig. 9 and 10, respectively.

Figure 9 — Loss (orange) and validation Figure 10 — CER loss value.
loss (blue) values.

After the models were trained, a test was conducted using the part of the database that
is intended for the test.

Figure 11 — Samples from prediction of KOHTD (1,2) and HKR (3,4) dataset.

For the sake of interest, the models were also tested on each other’s test parts. The
parameters CER and WER (word error rate) was chosen for validation. The results can be
seen in Table 2.
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Table 2 — Models validation results.

Model Train Data | Test Data CER WER
ResNet50+Transformer KOHTD KOHTD 9.465%(%0.5%) | 20.187%(£0.3%)
ResNet50+Transformer HKR HKR 6.088%(£0.3%) | 15.513%(£0.2%)
ResNet50+Transformer KOHTD HKR 14.44%(%1.5%) | 30.235%(£2.1%)
ResNet50+Transformer HKR KOHTD 87.19%(£3%) 97.929%(+2%)

V. DISCUSSION. Checking the trained model base by means of another was not
originally part of the research plans. But they were carried out for more specific validation.
As a result, at the first check of the KOHTD model based on HKR, the results were equal
to CER-44.4% and WER-65%. This was due to the fact that the words in the KOHTD
database are divided into separate scans and do not have a space character, and therefore
this led to a recognition error. To improve the result, the words in the HKR test database
were divided into separate scans. After that, we received the described results. As for the
results of checking the KOHTD-based HKR model, we can say that they were expected,
since basically the KOHTD database consists of Kazakh words and symbols. What can not
be said about the HKR database, as a result of which the model was not able to recognize
many Kazakh characters. But the test results on the base itself are very good. And also the
KOHTD databases can be compared with the results in the article itself, which were equal
to FLOR CER-6.52%, WER-24.52% [13]. In our case, CER turned out to be worse, but
instead it turned out to improve the WER indicator.

And there is also a problem in the similarity of Cyrillic characters, such as ‘m” and ‘mr’,
‘m’and ‘e’, ‘x’ and ‘x’, etc. This, in turn, makes character recognition easier not only for the
machine but also for the person himself. This problem can be considered one of the most
important problems of recognizing handwritten characters, if possible, eliminating which
can achieve very good recognition results.

Figure 12 — Recognition errors.

VI. CONCLUSION AND FUTURE WORK. As a conclusion, we can say that the
initial goals were fully achieved and the model showed good results in validating both
databases. We can notice that both the model and the quality of the collected database affect
the result. Therefore, in the future it is possible to conduct experiments with newer models
with an improved base. And also, as an improvement in the work, there is possibility to
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add a linear separation algorithm for the full implementation of the model as recognition
of entire pages of handwriting. There is also an idea about the possibility of improving the
model by adding a search from a ready-made dictionary of words to improve and avoid
errors of similar characters. This would make it possible to increase the recognition quality
of many models by several times.

This researh was supported by the Science Committee of the Ministry of Education and
Science of the Republic of Kazakhstan, project GF AR 08053034.
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E. AMUPI'AJTUEB, MATEYIII MEHJIEC, K. M¥XTAP,
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Cynetiman lemupens Ynusepcumemi, Kackeney, Kazaxcman
Koumobpa nonumexnuxanvix uncmumymoinviy npogeccopwi (ISES), [lopmyeanus

RESNET50 + TRANSFORMER: KA3AK TIJITHAEI'T KOJIZKA3BA
MOTIHAI OKIIAY PEXKUMJE TAHY

Kasipei yakeimma depexmepoi canovix cakmaya koutyee 6aiianblcnol KOIMeH JCa3blizan Maminoi
Manyovl dicyseze acelpy Kasjicem, 0¥ KOIMEH Jica3bliean mayoanaposl Mauuna Gopmameina asmomam-
mul mypoe ayoapy 6onvin mabwiiadsl. Kondxcazoanuvl many kenmezen mindepoiyy OOLYbIMEH JHCIHE COL
manOansvl 2pMypii HCOIMeH Hcazyea 6onamvlHObIZbIMeH KublHoaiovl. Ocviean batilianbicmel 0i3 Ka3ax
MIniniy 0epeKKopbii Nadalana OMmulpbin, Koicazoa maybaiapbin many2a apHAIAH MAWUHATLIK OKbINY
MoOenine 3epmmey xcypeizoix. biz xazax mininin srcapusnanzan exi: KOHTD orcane HKR depexkopnapbit
naiioanana omuipuin, resnet50+ Transformer mepenoemin oxbimy mooenin oxbimmolK. 3epmmey oOapuvl-
cblHOa Oyn manimemmep 6azacvl OAbIHOANAH MOOENbOIY BANUOAYUS HIMUNCELEPIH CATLICIBIPA OM-
bIPbIN, KOMIOHEHMMIK JHCIHe Cananvlk dcagviian zepmmendi. Homuowcecinoe KOHTD oepexxopvr CER-
9,46% orcone WER-20,18% nomuoicenepin kopcemmi, an HKR 0epexkopvt CER-6,08% owcone WER-15,51%
Homudicenepin Kepcemmi.

Tyiiin ce30ep: ResNet50, Transformer, HTR, KOHTD, HKR, CNN, kasaxwa HTR.
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Yuusepcumem Cynetimana [emupens, Kackenen, Kazaxcman
Ipogpeccop Honumexnuuecrkozo uncmumyma Koumopuol (ISES), [lopmyeanus

RESNET50+TRANSFORMER: PACIIO3HABAHHUE PYKOIIUCHOI'O
TEKCTA HA KA3AXCKOM SA3bIKE B ABTOHOMHOM PEXNME

B nacmosuwee epems, 6 cesasu ¢ nepexodom na yugposoe xpanenue OAHHBIX, CYWecmayen Heooxo-
ouMOCms 8 peanu3ayuy pacno3nasanus pyKOnUCHO20 mekcma, Komopwlil npedcmaeiusem cooou asmo-
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Mamuueckutl nepesoo PYKONUCHbIX CUMBONI08 8 MAuUHHbIL popmam. Pacnosnasanue pykonuchoeo 6600a
0CI0JICHACICSL MeM PaKMOM, YUMo CYWecmayen MHO20 A3bIK08, U OOUH U MOM Jce CUMBOIL MONCHO NU-
camv no-pasHomy. B ces3u ¢ amum Mol npogenu ucciedosanie Mooen MauunHo2o 00yyenus 0 pacno-
3HABAHUS PYKONUCHBIX CUMBONO08 C UCHONb308aAHUEM DA3 OAHHBIX KA3aXCKO20 A3bIKA. Mbl 00yuunu modens
2nybokoeo o6yuenust ResNet50+ Transformer, ucnonv3ys dee onyoauxosantvle 6a3vi OQHHLIX KA3AXCKO20
azvika. KOHTD u HKR. B xo0e uccinedosanus smu 6a3vl OQHHbIX ObLIU U3YUEHbl ¢ KOMNOHEHMHOU U Ka-
4eCmBeHHOU CIOPOH CO CPAGHEHUEM pe3yIbmamos gaaudayuu 06yueHHou mooenu. B pesyrsmame b6asa
oannwvix KOHTD noxasana pesyiomamst 6 éude CER-9,46% u WER-20,18%, 6 mo eépems kak 6aza oam-
uoix HKR noxasana pesynomamut 6 suoe CER-6,08% u WER-15,51%.
Knruesvie cnosa: ResNet50, Transformer, HTR, KOHTD, HKR, CNN, xasaxcxuii HTR.



