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A COMPARATIVE ANALYSIS OF NEURAL NETWORK MODELS FOR
HAND GESTURE RECOGNITION METHODS

In recent years, gesture recognition methods have undergone major changes. Because the very
demand for it has reached a different level. Humans have increasingly begun using various areas of
human activity. The purpose of gesture recognition is to record gestures formed in a certain way and then
tracked by a device such as a camera. Hand gestures can be used as a form of communication within many
different applications. It can be used by people with various disabilities, including those with hearing
and speech impairments, to communicate and interact socially with others. Our research demonstrates
various methods for implementing hand gesture recognition based on Hidden Markov Model (HMM),
Convolutional Neural Network (CNN), Diffractive Deep Neural Network (D*NN) and other neural
networks. This research reviews previous approaches and results of hand gesture recognition methods,
hypotheses, diagrams, as well as a comparative review between various gesture recognition methods are
given in this paper.

Key words: Hand gesture recognition, gesture recognition video-chat, neural networks, dynamic
gestures.

Introduction. Nowadays in Kazakhstan there are more than 200 thousand mute people,
80 thousand deaf people, and in the world more than 430 million people suffer from hearing
loss, and the number of mute people exceeds more than 70 million [1]. For many of them,
this is a problem they face every day. Many of these people suffer in terms of communication
and are often forced to use the services of an interpreter for normal communication. And
the solution to this problem is too expensive for many. The average price of a hearing aid
is 300,000 tenge and more, not to mention how often they must be changed. This problem
covers a huge contingent of people, so we decided to take on the solution to this problem.
We thought of different ways to help the deaf and mute people. The key problem for mute
and deaf people was communicating with ordinary people and being unable to support or
understand them.

We have considered different solutions to this problem:

1. Online site for learning sign language

2. Gesture recognition and translation

3. Platform for finding people as sign language interpreters

4. Video chat with gesture recognition

After much deliberation, our choice fell on the fourth option. Since quite a few people
today use chat roulette for fun, we decided to use a fun learning method. We plan to embed
gesture recognition into online chat, where the user will be able to communicate with mute
or deaf people. Thus, users can learn sign language in a playful and conversational way. In
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addition, it is also useful for - most mute or deaf people, they will be able to learn various
sign languages such as Kazakh, world and Russian and even those who do not know sign
language themselves.

Goal: Development of a convenient platform for real-time hand gesture recognition.

Hypothesis:

1. The topic of research is the recognition of sign language or dactyl alphabet based on
the training of neural networks.

2. Analysis of analogues and recognition systems in different sign languages.

3. Selection and training of various neural network architecture models, as well as a
comparative analysis of gesture recognition methods.

4. Designing an application for sign language recognition.

An Overview of Gesture Capture and Recognition Techniques And Methods. In
our research, the Python pipeline library was used directly to capture hand gestures. The
remaining methods, and the methodology of further work itself, were used based on the
works of other authors. Because a lot of work has been done on gesture recognition.
Maria Abastillas in Real Time Hand Gesture Recognition and Classification Technique
(June 17, 2011) this work is discussed, a way to recognize and classify hand movements
performed by healthy subjects in real time. In addition, the analysis of the choice of the
simplest features and the best classifier for the indicated hand movements is discussed.
2 hand movement modes: relaxed hand and closing hand are classified on the Lab View
platform. The classifier model was trained using 75% of the data as the training set and the
remaining 25% as model test/validation data. The results show that the proposed model
is an efficient and accurate method for classifying hand movements with approximately
96.58% accuracy for offline classification. The classified model was also implemented
in the LabView software by pairing it with Python. Thomas Bravenek, Thomas Friza in
“Multiplatform Hand Gesture Recognition System” (2019). This article collects available
gestures and finger detection in still images and video snapshots. The document also
contains a quick test of various approaches to convenient gesture detection, including
because the platform implementation is an application written in Python using the
OpenCV and PyTorch libraries that will display a specific image or play a video sequence
with highlighted recognized gestures.

Google company’s project GoogleAl shows an approach to accurate and effective hand
and finger tracking using machine learning on the MediaPipe cross-platform framework,
which in turn builds data processing pipelines (video, audio, and time series) [2]. The authors
use models such as a palm detector (blazePalm), a model for determining key points on the
hand, and a gesture recognition algorithm. These models form a single basis of the above
structure. Every model is unique and defines the key points for identifying special elements
in gesture recognition.

The authors of the Russian Sign Language Dactyl Recognition article compared several
real-time sign language recognition systems and presented a new model based on deep
convolutional neural networks. These systems are capable of recognizing letters of the
Russian alphabet represented as static characters in Russian Sign Language used by people
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from the deaf community. In this approach, they recognize Russian natural language words
represented by successive gestures of each letter. The authors evaluate their approach to
Russian Sign Language (RSL), for which they collected their own dataset and evaluated
dactyl recognition [3].

A. Dhawan et al [5] focus on only one camera as an input source, while H.S. Yeo et al
[4] compare image recognition results with a single camera and a depth camera. In H.S. Yeo
et al [4] have proven that a user can interact with a computer without using any physical
controllers. Another discovery of H.S. Yeo et al [4], the single camera performs poorly in
low light conditions. To solve this problem, there is a wide range of - YCbCr thresholds. be
used. However, this limitation does not occur when using the Kinect Depth Camera due to
its robustness to preserve the contours of the hand by applying a fixed depth threshold. Table
1 summarizes of some hand gesture recognition systems: a comparison of methods in which
hand gesture recognition methods are used.

Table 1 — Results of Hand Gesture Recognition Systems Using Different

Types of Cameras.
Research Method Detection Feature Extraction Recognition (%)
M.M. Hassan, | Vision-based | HSV color Classical normalization: Classical
P.K. Mishra using single Threshold Divide the hand image into | normalization
camera method blocks of intensity features, | 91%
which is then being extract
by using edge information
technique
M.M. Hassan | Vision-based | HSV color Comparison between Classical
& PK. Mishra | using single Threshold classical normalization normalization
camera method technique and block scaling | 83.3%
using center of mass -
normalization technique Block scaling
normalization
using center of
mass 96.6%
Ginus Thomas | Vision-based | RGB color Image captured are being Pixel by pixel
using single Otsu threshold | tested in few methods: method 86%,
camera method a) Pixel by pixel
comparison Edges method
b) Edges method 92%
Orientation

Based on the table above, we can conclude that applying different image processing
techniques, the results of recognition success will be different, according to this the best
option can be chosen for your system.

Table illustrates number of researchers, recognition methods of a system that used
other tracking devices such as gloves, detection, feature extraction and percentage of
recognition.
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Table 2 — Summary of Hand Gesture Recognition Systems Using Tracking Devices.

Research Method Detection Feature Extraction Recognition (%)
Y. Yao, Y. Fu | 14-patches RGB-D Database indexing technique | 51.87%
color glove using Kinect | is used by collecting training
sensor samples. Similarity between
training samples and gesture
are tested
J. Nagi, A. Colored HSV color | Support Vector Machine Spatial gesture
Giusti, L. Glove space (SVM) is trained in a recognition is
Gambardella, cascaded multi-binary- robust and scales
G.A.Caro class configuration, where | well with swarm
the spatial gestures are sizes of up to 20
effectively learned and robots
recognized by a swarm of
UAVs.
Kiliboz, Six-degree- | Collected Finite State Machine Recognition rate:
Nurettin Cagr1 | of-freedom motion data | (FSM) is used as a gesture | 73%. The outcome
Giidiikbay, (DOF) is converted | recognizer method. can be improved
Ugur Magnetic into relative | Needleman-Wunsch by using a more
motion position sequence matching powerful tracking
tracking data in algorithm is applied in approach which
device gradient order to produce similarity | has better sensor
form (x-y scores between two capability
axis) sequences.

Convolutional neural network, hidden markov model and diffractive deep neural
network architectures. Based on the data of these tables and to obtain our own results, we
have studied some models and types of Neural Network (NN). So, Convolutional Neural
Network (CNN) is a neural network consisting of several layers that perform convolutional
calculations based on mathematical algorithms. The CNN consists of convolutional layers,
pooling layers, and fully connected layers. These layers create feature maps, after which
they use special operations and rules to reduce the sample size of these features step by step.
Further, information about the objects remaining after the previous operations is collected
in the layers of the union. The CNN has good learning abilities, qualitatively extracting
convolutional features and classifying related layers [6].

Benefits of Using CNN for Deep Learning:

* For image recognition applications, CNNs are especially useful as they provide highly
accurate results, especially when a large amount of input data is used. Such training removes
the need for self-extraction of features.

* CNN can be retrained for completely different recognition goals and built based on
existing networks. Thanks to this, you can use this type of network, and it will not be very
resource intensive.

* CNNs are more computationally efficient than regular neural networks because they
share parameters. These models are easy to deploy and able to run on any device.

The Hidden Markov Model (HMM) is a model in which the system being modeled is
treated as a Markov process with hidden states. The HMM gives us the ability to consider
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observable and hidden events that are contained in our model. One of the main applications
of this model is gesture recognition.

Benefits of HMM model:

* HMM has a strong statistical foundation and efficient learning algorithms where
learning can be done from the raw sequence data.

* [t provides the ability to sequentially handle insertion and deletion penalties as locally
trained methods and can handle variable length inputs.

* It can also perform a large number of operations, including multiple alignment, data
analysis and classification, structural analysis, and pattern detection.

* [t is also easy to combine this model into libraries.

An Optical Neural Network (ONN) is a physical implementation of an artificial neural
network with optical components.

In the ONN architecture, the neural network is physically formed by multiple diffractive
surfaces working together to perform an arbitrary function. The ONN takes characteristics
of input information with amplitude, phase and light intensity based on optical modulation.
Although the inference and prediction of a physical network is entirely optical, the part of
the training that determines its design can be performed by computers.

Meanwhile, different The ONN models have emerged, among them, Diffractive Deep
Neural Network (D*NN), based on the all-optical structure of machine learning, provides an
extremely high degree of freedom for model training, and facilitates important applications
in a wide range of fields.

The Diffractive Deep Neural Network (D*NN) has demonstrated its importance in
performing various all-optical machine learning tasks, such as classification, segmentation,
etc, the operation algorithm of this network is shown in Figure 1.

Figure 1 — Flow chart of the algorithm for the proposed D2 NN model
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In D®NN framework, each neuron has a complex transmission coefficient, i.e.,

(% p2) = & (Xo,2) exp (105 (X, v, 2)), (1)

. : . . [ [
where i and / denote the neuron and diffractive layer number, respectively. & and ¢ are
represented during the network training as functions of two latent variables, o and 3, de-
fined in the following form:

a = sigmoid (a: ) 2)
0! =2p x sigmoid (B ), ®)

X

where, sigmoid (x) = is a non-linear, differentiable function. In fact, the trainable

eX +1 b
parameters of a D’NN are these latent variables, o and B; , and eq. (1) defines how they

are related to the physical parameters (ail and ¢; ) of a diffractive optical network. When
we combine D?NN training related changes reported in the earlier sub-section on the pa-
rametrization of neuron modulation (eq. (2)), with the cross-entropy loss outlined above, a
significant improvement in the classification performance of an all-optical diffractive neural
network is achieved [7, 8].

Authors in the research [9] used real-time tracking and hidden Markov models to track
the moving hand and extract the region of the hand. They then used the Fourier descriptor
to characterize the spatial features.

A scheme for extracting and classifying 2D motion in an image sequence based on
motion trajectories was presented by the authors in the paper [10]. They used multi-scale
segmentation, affine transformations, and a time-delayed neural network to show that
hand gesture motion patterns can be extracted and accurately recognized using motion
trajectories.

The authors [11] presented an algorithm for extracting and classifying 2D motion in an
image sequence based on a motion trajectory. First, multi-scale segmentation is performed
to create homogeneous regions in each frame. Regions between, then consecutive frames
are matched to obtain two kinds of matches. Affine transforms are computed for each pair
of matching regions to determine pixel matches. The pixel hits in successive pairs of images
are combined to obtain the pixel level of the motion path through the sequence of images.
Motion patterns are learned from the extracted trajectories using a neural network with a
time delay. They applied the proposed method to recognize 40 American Sign Language
hand gestures. Experimental results show that hand gesture motion patterns can be extracted
and accurately recognized using motion trajectories.

The authors used the glove in [12] to create a hand-machine interface. The glove is
supposed to be equipped with sophisticated sensors capable of detecting bending movements,
measuring finger flexion, etc. The position and orientation of the hand are measured either
by ultrasound, which provides five degrees of freedom, or by magnetic flux sensors, which
provide six degrees of freedom. Thus, the glove owner will have an interface to the visual
programming language.
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In research [13] the authors proposed a two-level approach to solving the problem
of classifying hand gestures based on real-time vision. The bottom layer of the approach
implements pose recognition with Haar-like features and the AdaBoost learning algorithm.
The top layer implements linguistic hand gesture recognition using grammar-based context-
free parsing. Given an input gesture based on the extracted poses, composite gestures can be
parsed and recognized using a set of primitives and production rules.

Paul S. Heckbert has presented a seed-fill algorithm in the paper [14]. Authors in the
research [15] have presented a modified new seed-fill algorithm. Authors of this research
proposes a two-level approach to solving Hand gesture classification problems based on real-
time vision The lower level of the approach implements posture recognition with Haar-like
features and the AdaBoost learning algorithm. With this algorithm, real-time performance,
and high recognition accuracy it might work. The top level implements linguistic hand
gesture recognition using a context-free syntax based on grammar parsing. Given an input
gesture based on the extracted poses, composite gestures can be parsed and recognized
using a set of primitives and production rules [14].

Authors proposed various methodologies for detecting and finding out whether pixels
are aligned in a straight line or not [16, 17, 18]. Our method uses a very cheap device that
includes LEDs and a glove to implement a hand gesture recognition library. These gestures
can be used to simulate various mouse operations. The methods used are simple, efficient
and easy to implement as they do not require too many complicated operations.

Results. Based on the research of other authors and the literature review, as well as through
our experiments, we have determined the approximate architecture of our application. For
clarity, various types of UML diagrams were created, they are shown below. These schemes
do not describe the methods and ways of recognition of gestures, they describe the main
functions, components, and principles of interaction of these components with each other.
Those, in the future, regardless of the chosen method of working with gestures, according
to these schemes, it will be possible to create a fully functioning application.

Figure 2 shows the class diagram of our video-chat application with gesture recognition.
It describes the main classes and the types of relationships between them, as well as the
methods that these classes implement.

So, we have defined our main class - User. The user can have different roles, be it a
regular user, an admin, or a moderator. He directly sets all the chat settings himself, selects
the type of chat, and other functions appear depending on the type he has chosen, such as
random or closed chat.

Figure 3 is a deployment diagram that describes the system execution architecture,
including nodes and the interfaces that link them.

In our case, there are 4 blocks:

1. User interface

— Renders to the user all information, and interaction tools.

2. Main server

— Processes the data sent by the user and sends the results of queries back to the user and
receives data from the database and ML servers for further processing.

3. Database server

— Stores all the necessary information, such as user data and gesture datasets.
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Figure 2 — UML class diagram

4. ML server
— Dynamically processes data from the webcam, translating gestures from images into
the selected language
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Figure 3 — Deployment architecture

This diagram illustrates software development application for gesture recognition of
sign language. This picture describes solution architecture and logical structure of frontend
and backend side interaction.

In addition to describing the architecture, we also conducted test experiments on the
recognition of the Kazakh sign language, using the dataset collected for the paper [19]. To
implement this experiment, we used the YOLOVS model.

The YOLO (You Only Look Once) model works based on KNN, used for high
performance object detection. The model divides the target image into a system of grids, and
these, in turn, detect objects within themselves. They are used for real-time object detection
based on so-called data streams. They do not require a lot of computing resources.

After that, the trained model was tested on the same images. Figure 5 shows examples
of gesture recognition results from an image from the dataset.

Figure 4 — The result of gesture recognition by the YOLO model
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The numbers above the border of the object’s rectangle indicate the probability of the
correctness of the prediction made by the gesture, and the letters next to it are the symbols
themselves that these gestures represent.

As you can see from Figure 5, in general the model did a good job but in the fourth
image, an erroneous choice was made with a low probability, most likely this was due to the
small amount of data on which the model was trained. The solution to the problem is simple
- we need to expand the database of gesture images to train the model.

After that, tests of the model with a webcam were also carried out, which showed a
certain result, but due to the inadequate quality of the camera, it was decided to repeat this
experiment on an already better trained model, and with better equipment.

Conclusion. This overview paper discusses various methods of gesture recognition,
including neural network, HMM, CNN, etc. For dynamic gestures, HMM tools are excellent
and have proven their effectiveness, especially for robot control. CNNs are used as a
classifier and to capture the shape of the hand. Some techniques and algorithms are required
for feature extraction, even for capturing the shape of a hand, as in a 2D Gaussian function
to match the segmented hand, which was used to minimize the effect of rotation. The choice
of a specific recognition algorithm depends on the required application. This article presents
the areas of application of the gesture system. An explanation of the problems of gesture
recognition is also given, a detailed discussion of the latest recognition systems. Some
selected systems are also listed.

We noticed that Convolutional neural network will be effective in recognizing the
Kazakh sign language, an example of the work of CNN and a learning model based on the
Kazakh language dataset. HMM also having its advantages in the form of a high speed of
the algorithm, as well as the presence of many studies by other authors, is a good option to
consider. And D?NN, due to its novelty, has great advantages in the form of the ability to
give a good percentage of accuracy with relatively small volumes of the dataset used, as
well as the ability to recognize even very low-quality images. In connection with the above,
the choice of our main model for the project fell on D*NN, so its advantages seemed to us
more significant.

Also, based on the experiment with the YOLO model, we concluded that the Kazakh
language dataset we have can be used as a training for our models, with the prospect of
expanding it in the future.

In future work, we plan to create our own workable application based on the research
and materials studied, capable of recognizing several different sign languages, including
Kazakh, as well as able to recognize gestures like swiping, pointing, and clicking and testing
it on real people.
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E. H. OMIPFATHEB*?, C. b. MYXAHOB, /1. b. )KEKCEHOB?,
H. K. KAJUKITITOBY, A. CJIH.Y /1. /1. EBJOKHMOB?', III. KEHIIIIMOB?

Xanvikapaneix Axknapammerx, Texnonoausnap Yuueepcumemi, Aimamet, Kazaxcman
2Axnapammuix, scone Ecenmeyiw Texnonozusnap Hnemumymer, Anmamot, Kazaxeman

KOJI J)KEJILIEPTH TAHY 9 AICTEPIHIH, HEHPIIK KEJLJIEPIITH
CAJIBICTBIPMAJIBI TAJIJIAY bBI

Conevl AHebLI0apvl bIM-Uulapanvl mamy a20icmepi yaKen o3eepicmepee yublpaovl. Oumkeni o2an 0ecet
cypanvicmuly 631 Oacka Oeyeetiee scemmi. Adamoap adam Kbl3Meminiy apmypii cailaniapbii Koipexk nati-
danana 6acmaodvl. Kumvlioapovl many maxcamoi 6eneini 0ip H#eoIMeH KalblNmAackaH, cOOan Ketlin Kame-
Pa Cusikmul KYpblizbl apKblibl OAKbIIAHAMBIH KUMbLIOAPObL Hca3y 601bln madwliadsl. Kon Kumslioapbit
KenmezeH apmypiui Koroanbanapoa oaiunanvlc HblcaHvl peminde nauvdanranyea 0601aovl. Onvl apmypii
MyeedeKkmep, COHblY [WiHOe ecmy JicaHe collley Kabiiemi OY3vlieanH adamoap OAcKalapmeH Kapblm-
KAMbLHAC HCACAY HCIHE dNEYMEMMIK KAPbIM-KAMBIHAC HCACAY YK natoaiana anadvl. bizoiy sepmmeyimniz
arcacvipoin Maprose modeni (HMM), koneonroyuonowvl Hetiponowix sceni (CNN), ougpakyusnvly mepey
netponovik dceni (D2NN) oicone b6acka HelpoHObIK dceninep Hezizinoe Koi KUMbLIbIH MaHyobl Jicy3eze
acwvlpyovly apmypii a0icmepin kepcemedi. Byn zepmmeyoe Ko KUMbLIbIH MAHY 20ICMepiHiY an0blHabl
macindepi MeHn Hamuoicenepl, 2Unomes3anap, OUAePAMMAIAp Kapacmulpulidobl, COHOA-AK bIM-ULLADAHb
Manyovly apmMypii 20icmepi apacblHOA&bl CAnbICMbIPMALbL WOTY 0Cbl MAKANA0A KeNMIPINeeH.

Tyiiin co30ep: Kon KUMbLIbIH MAHY, bIM-UWAPAHLL MAHY GUOE0-4ambvl, HEUpOHObIK Jiceninep,
OUHAMUKATILIK KUMBLLOAD.

E. H. AMHPTAJIHEB'? C. b. MYXAHOBY, /1. b. .KEKCEHOB?,
H. K. KAJUKHTHTOB, A. C.JIH, /1. /1. EBIOKHMOB', IIl. KEHIIIHMOB?

Meowcoynapoounwviii Yuusepcumem Hugopmayuonnvix Texnonoauil, Aamamel, Kazaxcman
2Wnemumym uHgOpMayuoHHbIX U BbIVUCTUMENbHBIX mexHono2utll, Armamel, Kazaxcman

CPABHUTEJIbHBIN AHAJIN3 HEMPOCETEBBIX MOJEJEM JUIS
METO/0OB PACIIO3HABAHMUS )KECTOB PYK

B nocnednue 2001 Memoovl pacno3nasanis sHcecnos npemepnenu cepbesnble U3MeHenus, nomomy
Ymo cam cnpoc Ha Hee @vluien Ha Opy2oll yposeHv. Henosex 6ce wiupe cman UcnoIb308amy pasiuiHble
chepowl uenoseueckoll dessmenvrHocmu. Lenvlo pacnosnasanust Jcecmos a6iaemcs 3anucs JHcecnos, chop-
MUPOBAHHBIX ONPEOENICHHbIM 00PA30M, A 3amem OMCIeHCUBAEMbIX MAKUM YCIMPOUCMEOM, KaK Kamepa.
JKecmul pyk Mo2ym ucnonwb308amucst Kak popma ooujenust 60 MHOUX PA3IUYHbIX npunodcenusx. Eeo mo-
2YM UCNONBb306aMb 00U C PAZTUYHBIMU 0SPAHUYEHHBIMU B03MOACHOCTIAMU, 8 MOM YUCTE C HAPYUWEHUAMU
cayxa u peuu, 051 00WeHUsl U COYUATbHO20 83aumooelcmsus ¢ opyaumu nodvmu. Hawe uccnedosanue
OeMoHCmpupyem pasiuiHvle Memoobl peanu3ayuu pacnosHa8anus Hcecmos pyk Had OCHO8E CKPbIMOl
maprosckou modenu (HMM), ceéepmounoii neuponnoii cemu (CNN), oughpaxyuonnoii eny6okou Hetpon-
Houl cemu (D2NN) u Opyaux HetlpouHbix cemell. B smom ucciedosanuu paccmampugaromes npedvloyujue
100X00bl U Pe3yIbManivl Memoo08 PACNO3HABAHUS JHCECOE8 PVK, 2UNOMe3bl, OUACPAMMBL, d MAKICe CPAG-
HUMENbHLII 0030 PA3IULHBIX MEMO008 PACNO3ZHABAHUSL IHCECOB.

Knrwoueswie cnosa: pacnosnasanue jcecmog pyk, 6U0eouan ¢ pacno3HaaHuem Jcecmos, HeupoHHble
cemu, OUHAMUYECKUE HCeCTbl.



