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COMPARATIVE ANALYSIS OF MACHINE LEARNING ALGORITHMS
USED IN MALWARE ANALYSIS

Despite the achievement of the field of cyber security in the modern world of science and the continuous
development of its methods, malware is still one of the biggest threats to information security. Malware
is evolving every day, and its types and behaviors are increasing day by day. And the importance of using
modern, sophisticated technologies in identifying and combating such complex and diverse malicious
programs is increasing. In this regard, it is possible to mention the advantages of using intelligent systems
in the field of information security. In this article, we will analyze PE (Portable Executable) files on the
Windows operating system, that is, the processes running on the computer and analyzing the malicious
programs using machine learning algorithms. At the same time, we will focus on the operation of different
machine learning algorithms and show which method is most effective to use for our example.

In this article, we will have the following tasks:

1. Providing information about malicious software. Definition of PE files, its structure and nature.

2. Preparation of data for practical work (collection of files with clean and malicious code). An
overview of methods for separating files into clean and malicious files.

3. Sorting the signs necessary for training according to pre-prepared files, that is, getting only those
signs that allow to achieve the most accurate result during training.

4. Implementation of several machine learning algorithms and selection of the most effective among
them.

Keywords: information security, malicious software, PE files, malware analysis, machine learning,
feature.

Introduction. Although the rapid development of information technologies is an
achievement of science, it seems that it is becoming more and more difficult to ensure
the safety of various information in it. The number of attacks aimed at gaining access
to hidden, confidential information is definitely increasing, and each of them is directed
against a different target. Many attacks target individuals or organizations to obtain valuable
information. But sometimes they are associated with cybercrime or criminal gangs. Malware
analysis requires knowledge, skills, and tools to detect, investigate, and defend against such
attacks. Malware analysis is an area of research into the functionality, purpose, origin, and
potential impact of malware. This task is usually done mostly by hand and involves a lot of
labor. To solve it, analysts with an expert level of knowledge about the internal organization
of software and reverse engineering are required. Data science and machine learning hold
promise for automating some of the steps in malware analysis, but their techniques remain
primarily concerned with extracting the most important features from data. This is a very
difficult task, which also requires experts-practitioners with a special set of knowledge and
skills.

* E-mail xoppecionaupytomero apropa: gulbanu.alpysbay@gmail.com
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Literature review and problem statement. Malware is code that performs malicious
actions; it can take the form of an executable file, script, code, or any other piece of software.
Attackers use malware to steal sensitive information in order to spy on an infected system
or take control of a system. Malicious software can be embedded in a variety of binary
file formats that work in completely different ways. For example, PE files in Windows
OS (Portable Executables, with extensions .exe, .dll, .efi, etc.), ELF files in Unix systems
(Executable and Linkable Format) and APK files in OS Android (Android Package Kit
format with .apk extension, etc.) have completely different internal file structures and
require different execution contexts. It is quite natural that for the analysis of each class
of executable files, special additional requirements are also completely different. Also,
be aware that malware can also exist in forms other than individual binary executables.
There are widespread malicious components that infiltrate document files, such as those
with extensions .doc, .pdf, and .rtf, and use macros and dynamically executed elements
in the document structure to perform malicious actions. Malware can also take the form
of extensions and plug-ins for common software platforms, such as web browsers and
complex web environments. Figure 1 shows the types of possible threats in the field of
information security, including the types of malware and their relationship with other
threats [1].

Figure 1 — Types of cyber threats

Method & Materials. Virus-creating programmers have learned to successfully bypass
signature searches by hiding the virus's body. Polymorphic and metamorphic malware were
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able to change their appearance. All this prompted antivirus companies to develop alternative
methods of information security protection. According to 2 main directions of research:

1. Static analysis (analysis of the structure of the binary file, its attributes, logical
structures, execution flow and data).

2. Dynamic analysis (analysis of the actions of the program during execution).

Each of the methods has its own advantages and disadvantages. It is best to use both
of these methods to better detect malware. Each of these methods may fail to detect the
presence of a virus in a file. In such cases, planned processing may corrupt the file and lead
to loss of information.

Dynamic parsing allows you to bypass binary obfuscation. For example, virus authors
make extensive use of packaging systems, code and data encryption, and manipulation
of function and control flow. But the same techniques are used by developers to protect
intellectual property, making applications harder to reverse engineer. This method isolates
several basic operations, such as deleting a file, writing to a file, communicating with
the network, opening a port for listening, sending mails, etc. This profile of the file, its
activity is studied by an expert or machine learning methods to draw conclusions about the
maliciousness of the sample.

However, dynamic analysis is possible only during the execution of the studied
code, which makes the operating system vulnerable, and some viruses can determine the
execution environment, and behave differently in test and production environments. Thus,
the requirement to create environments that are as similar as possible seems to be another
problem that needs to be solved.

Static analysis can complement dynamic analysis by providing information about binary
file attributes. The static method analyzes the program before execution, extracts attributes
from the binary file, calculates statistics, and based on this information makes a judgment
about the risk of the file being examined. This approach is safe - the verdict is issued before
the file is executed, but it does not work well on files with distorted, wrapped partitions.
Also, as the file size increases, the time required for analysis increases. Additionally, to
develop a high-quality static analyzer, you need to understand how the binary loader works.
Viruses can use some fields of the binary file for their own purposes. For example, in the
form of data storage or malicious code execution address [2, 3].

If we focus on the structure of the use of machine learning algorithms in the detection of
malicious programs, it can be divided into three main stages and they are (figure 2):

1. Objective analysis, that is, describes the main purpose of the analysis, for example, to
determine the malicious program, its type, to which group it belongs.

2. Describes the methods for analyzing features and the features needed for training, for
example, the features we need can be obtained by dynamic analysis, static or hybrid analysis.

3. To determine what type of machine learning algorithm is used when creating practical
work [4].

So, in the practical part of this article, we will analyze PE files. First of all, let's look
at the structure of this type of file (Figure 3). Looking at the details, the PE file structure
consists of these components:

—MS-DOS Stub. The PE file starts with this keyword, and this attribute is a dummy.

— PE Signature - 4-byte signature indicating that the file is a PE.
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Figure 2 — Sructure of machine learning techniques for malware analysis

— COFF File Header - general information about the file (number of sections, flags,
attributes, target machine type).

— Optional Header - detailed information about the file (address space, total size of code
sections)

— Section Table - sections, their names, size, address, virtual address.

— Overlay - extract file, end of file [5, 6].

— Among the various attributes and parameters mentioned above, it will be necessary
to sort out the signs necessary for machine learning to determine whether the file contains
malicious code or not.

— In order to train a classifier, we need to have data that is labeled, i.e. it has been
previously determined whether it is harmful or not. For our example, we need to get a set of
clean and malicious PE files. There is no problem in finding clean files, you can continue to
use the normal executable files in the Windows operating system. Malicious files can also be
obtained from open sources these days, for example the following types of data:

— VirusTotal service, the database contains more than a million files with malicious code
in PE format [7].

— MalwareTrafficAnalysis.net website contains comprehensive, fully researched 600
samples of malicious code [8].

— VirusShare.com site 30 million provides an integrated database of malicious code
patterns [9];

— VX Heaven team collected 270,000 malicious code samples for scientific use [10];

—In 2015, Kaggle and Microsoft managed to collect more than 10,000 malicious code samples
into a single database by organizing the Malware Classification Challenge project [11].
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Figure 3 — Structure of PE file

Next, we determined how and what type of attributes we would use for machine learning
from the PE file. We extract the maximum number of features from the file, and then select
from them using a greedy algorithm. That is, at each step we will highlight the attribute that
can maximize the accuracy of the model/classifier. We repeat this process until we get the
highest classifier quality result. We make selections on the training set using 3-fold cross-
validation. We use a random forest algorithm to select features.

In addition to the attributes, we calculate the entropy of the partitions. Entropy is
calculated as follows (Shannon entropy) [12]:

H=-Y" plogp, (1)

We take the base of the logarithm as 256, which is equal to the number of possible byte
values. Thus, the entropy H will take values from 0 to 1.

High entropy can indicate compression of sections in a file, packages to hide malicious
code, and the use of encryptors.

Attributes collected from files:

1. Numeric attribute values taken directly from PE file fields;

2. API participation flags, sections and their descriptions {0, 1}

3. Entropy of sections [13].

Using the methods and algorithms mentioned above, we got a set of exactly 50 features
(Table 1) that we need, and with their help we can detect malware.



Alpysbay G. e. a. Comparative analysis of machine learning algorithms ... 27

We will use these sets of extracted features to classify files into malicious or benign
types. For this, we use several types of supervised machine learning algorithms.

Supervised learning is a branch of machine learning that combines algorithms and tech-
niques for building models based on a set of pre-given examples containing input-output pairs.

In order for an algorithm to belong to the type of supervised learning, it must work with
examples that contain not only a vector of independent variables (attributes, features), but
also a value that comes out after model training (such a value is called a target value). The
difference between the target and actual results of the model is reduced to a minimum dur-
ing the learning process and is called the learning error (residual, residual), which acts as a
"teacher". The output error value is then used to calculate model parameter corrections at
each training iteration.

Table 1 — Features

No Feature name Ne Feature name
1 sha256 26 minor_operating_system_version name
2 appeared 27 major_subsystem_version
3 label 28 minor_subsystem_version
4 file size 29 sizeof code
5 vsize 30 sizeof headers
6 has_debug 31 sizeof heap commit
7 exports 32 imports
8 imports 33 exports
9 has_relocations 34 entry

10 has_resources 35 name of section

11 has_signature 36 size of section

12 has_tls 37 vsize of section

13 symbols 38 entropy

14 header 39 props

15 timestamp 40 histogram

16 machine 41 byte entropy

17 characteristics 42 strings

18 subsystem 43 num_strings

19 dll_characteristics 44 avlength

20 magic 45 printabledist

21 major_image version 46 printables

22 minor_image version 47 paths

23 major_linker version 48 urls

24 minor_linker version 49 registry

25 major_operating_system_version 50 MZ
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Currently, many supervised learning algorithms have been developed, each of which
has advantages and disadvantages depending on the setting of different problems. There is
no single most efficient algorithm for solving all problems, each type of task has its own
efficient algorithm.

— Supervised learning algorithms for classification tasks:

— decision tree;

— support vector machines;

— native Bayes classifier;

— linear discriminant analysis;

— k-nearest neighbor method;

— Supervised learning algorithms for regression tasks:

— linear regression;

— logistic regression;

— neural networks [14].

Results. The results of the experimental work, that is, the classification results, can be
seen in the table 2.

Let's focus on the meaning of the terms whose values are given in the table.

Before describing the indicators obtained as a result of the machine learning algorithm,
let us give information about the classification errors of these indicators, the confusion
matrix.

We have two classes and an algorithm that predicts that each object belongs to one of
the classes, where the classification error matrix is:

Table 2 — Confusion matrix

y=1 y=2
9 =1 True Positive (TP) False Positive (FP)
9 =0 False Negative (FN) True Negative (TN)

Here Y is the algorithm's response on the object, y is the true class label on that ob-
ject.
Classification errors are of two types: False Negative (FN) and False Positive (FP).

Table 3 — Classification report

Ne Algorithm Accuracy Precision Recall Fl-score | Support
1 2 3 4 5 6 7 8
1 Logistic 0.83567 0 0.72 0.78 0.83 9778
Regression 1 0.84 0.92 0.81 11968
avg/total 0.78 0.85 0.82 21746




Alpysbay G. e. a. Comparative analysis of machine learning algorithms ... 29
2 3 4 5 6 7 8

2 | Decision Tree | 0.91258 0 0.90 0.89 0.94 9778
1 0.91 0.94 0.87 11968
avg/total | 0.91 0.92 091 21746
3 Forests of 0.76874 0 0.78 0.76 0.83 9778
Decision Trees 1 0.84 0.67 0.71 11968
avg/total 0.81 0.72 0.77 21746
4 Support 0.79621 0 0.74 0.78 0.76 9778
Vector Machine 1 0.65 0.73 0.71 11968
avg/total | 0.70 0.76 0.74 21746
5 Naive 0.69862 0 0.61 0.59 0.67 9778
Bayes Classifier 1 0.73 0.54 0.65 11968
avg/total 0.67 0.57 0.66 21746
6 k-nearest 0.86668 0 0.90 0.78 0.83 9778
neighbors 1 0.84 0.94 0.89 11968
avg/total |  0.87 0.87 0.86 21746

Accuracy is our most common evaluation metric and is easy to understand, i.e. the
number of samples to be matched divided by the number of all samples.
TP +TN

A =
Y TP ¥ IN +FP+ FN @

In general, the higher the accuracy, the better the classifier. The degree of accuracy is
indeed a very good and intuitive measure of the estimate, but sometimes a high degree of
accuracy does not reflect the algorithm.

Precision is for the results of our predictions and shows how many samples whose
predictions are positive are correct. Then there are two possibilities to predict the positive
class, one is to predict the positive class as class positive (TP) and the other is to predict the
negative class as class positive (FP).

Precision = TP
TP+ FP )

Recall is for our original sample and indicates how many positive examples in the
sample are predicted correctly. There are also two possibilities, one is to predict the original
positive class as class positive (TP) and the other is to predict the original positive class as
class negative (FN). The recall rate is a measure of coverage.

Recall = L 4
TP +FN )
F1-score. Indicators Precision and Recall sometimes have contradictions, so they need
to be considered comprehensively. The most common method is F-Measure (also known as
F-Score). F-Measure is the weighted harmonic mean of precision and recall.
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Support is the number of instances of each class[15].

From the experimental results presented in table 3, we will see that the most effective
machine learning algorithm for our situation is the decision tree. But the results obtained
through this practical work may not be suitable for all cases. As the number, value, and
training data of various conditions and parameters change, the results of different algorithms
may be different.

Conclusion:

A number of results were achieved during the work:

1. An overview of malicious software. Detailed information about PE files, its structure
and nature has been provided.

2. Prepared data for analysis (more than 50,000 files). A method of separating files into
clean and malicious files has been developed.

3. The most important features are selected. A complete list of obtained features can be
seen in Table 1.

4. The use of modern machine learning algorithms and their comparative analysis were
carried out within the framework of this task under the conditions of real resources and
time. The most optimal, that is, the algorithm that showed the best result for the given task
was selected.

A valuable practical result of the work is the creation of an efficient machine learning
engine in terms of speed and quality.
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I AJIITBICKAH, A. BEJJE/IBBAEB, A. YCMAHOBA,
JK. IYHCEHBFEKKBI3bI

on-Dapadbu amvindasel Kazax yimmolx yHugepcumemi,
Aamamul ., Kazaxcman

3USTH/IbI BAFJAPTAMAJIBIK )KABJIBIKTAPIBI TAJIIAYIA
KOJIJAHBLIATBIH MAIIMHAJIBIK OKBITY AJITOPUTMIEPIHE
CAJIBICTBIPMAJIBI TAJTIJAY

3amanayu evinvim anemindeei KuGepKAyincizOiK CandcblHbIY JCemiCmI2ine JHCIHEe OHblY 20iCmepPIHIK
Y30IKCi3 0aMyblHA KAPAMACMAH, 3UAHObL bagdapiamanap ani 0e aknapammosix Kayincizoikke moHemin
eH yaxen Kamepiepdiy 6ipi 6onvin madwvliaowvl. 3usHobl 6a20apiama KyH cailblh Oambin Keiedi JHcoHe
OHbIY Mypepi MeH apekemmepi KyHHeH-KyHee apmuln, 0amuin Keneoi. An MyHOail Kypoeni dcane anryau
Mypai 3uAnObl 6a20apramanapobl aHbIKMAy Jicone onapmen Kypecy YidiH 3amanayu, Kypoeui mexmo-
N02UANAPObL KONOAHYObIY MAaHbI30bLIbIELL opacan. Ocbl opailda aknapammaolk Kayincizoik canacbi-
0a uHmennekmyanovl JHcyuenepoi nandailanyovly apmulKUbLILIKMApsIL aman emyee 6onadwvl. Byn
maxanaoa 6i3 Windows onepayusnvik scyiiecinoeei PE (Portable Executable) ¢atindapein, senu kom-
nviomepoe OpblHOANAMbIH NPoYyecmepol JHCIHe MAWUHATBIK OKbIMY AICOPUMMOEPIH Naudaianvln 3u-
AHObL bagoapramanaposl manoayost Kapacmvipamoi3. Convimer bipee 6i3 apmypni MAWUHATBIK OKbIINY
An2OPUMMOEPIHIY HCYMBICLIHA HA3AP AYO0apamvl3 dicane 0i30iH MblCalblMbl30d Katl 20icmi KOIOaHy
MuimMoipex eKeHiH Kopcememis.

bByn makanaoa 6i3 keneci mancolpmanapobi OpbIHOAUMbL3:

1. 3Buanovr 6azdapramanviy Kammamacwvls emy mypanvl aknapam 6epy. PE  gaiinoapeinsiy
AHBIKMAMACYL, OHBIH KEPBIILIMbL MEH CUNATNDL.

2. Toorcipubenik scymvicka manimemmepoi 0aublHOAy (Maza sHeare 3usaHobl Koomapwvl oap ¢atindap-
Obl dicunay). Daindapovl masa sHeaue 3usAHObL atinioapea 6oy adicmepine woiny.

3. Anovin ana dativinoanzan ¢harindap OoulbIHWA OKbIMyea Kaxcemmi Oeneinepdi cypvinmay, sHu
Jrcammuley Kesinoe ey 0]l Hamudiceee KoJl Hcemrizyee MyMKIHOIK bepemin 6enzinepoi 2ana any.

4. BipHewle MAWUHANLIK OKbIMY aI2OPUMMOEPIH eH2i3y JCaHe 0napobly iwliHeH ey MuiMOIiCiH
manoay.

Tyitin ce30ep: aknapammsik Kayincizoix, 3usHovl 6az0apiamansiy xcabovlk, PE gatindapoel, 3usnovl
bazoapramanapovl manoay, MAawuHAILIK OKbImYy, benziiep.
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I AJIITBICKAH, A. BEJEJIBFAEB, A. YCMAHOBA, JK. IVHCEHFEKKBI3bI

Kaszaxcxuii nayuonanvholil ynugepcumem um. ano-Dapadu,
2. Animamur, Kazaxcman

CPABHUTEJIBHBIV AHAJIN3 AJITOPUTMOB MAIIIMHHOT O
OBYYEHUS, UCHTOJIB3YEMBIX /IS AHAJIM3A BPEJJOHOCHOTI'O 110

Hecmomps na docmudicenust obnacmu kubepoe3onacHocmu @ COBPEMeHHOM MUpe HayKu U NOCHOsIH-
Hoe pazsumue ee Memooos, pedornocrnoe 110 no-npesicnemy ocmaemcsi 0OHOU U3 CAMbIX OOTLUUX Y2PO3
ungopmayuonnou 6ezonacrnocmu. Bpedonocnoe 110 paszeusaemcs Kaxicobvlil OeHb, a KOIUYecmeo e2o mu-
108 U Mooenell N0Ge0eHUsl YEenuyusaemcs 0enb omo Ous. M eadcHocmv uUCnONb306aHUs COBPEMEHHDIX,
COBEPULEHHBIX MEXHONO02ULL 8 BbIAGIEHUU U OOPbOEe ¢ MAKUMU CTIONCHLIMU U PAZHOOOPAZHBIMU 8PEOOHOC-
HbLMU NPOSPAMMAMU 803pacmaenm. B cea3u ¢ amum MoxicHo ommemums npeumyu,ecmed ucnonb3068aHusl
UHMENTEeKMYAIbHbIX cucmem 6 cghepe ungopmayuonnoll 6ezonacnocmu. B amoil cmamve mbl npoana-
auzupyem PE (Portable Executable) ghaiinet 6 onepayuornuou cucmeme Windows, mo ecmov npoyeccel,
3anyuennvle Ha Komnviomepe, U NPOAHAIUIUPYEM 8PEOOHOCHBLE NPOSPAMMbL C NOMOWLIO ANCOPUMMO8
Mawunnoz2o odyuenus. Ilpu 2mom Mvl cOCpeOOmMouUMcs Ha pabome pasmviX al2OPUMMO8 MAUUHHO2O
00YUCHUSL U NOKANCEM, KAKOU Memoo Hauboee 3¢hherxmuno ucnonb308ams 0Jis HAue20 npumepa.

B smoii cmamuve y nac 6yoym credyoujue 3a0auu:

1. Ilpedocmasnenue ungopmayuu o gpedonoctom 110. Onpedenenue PE-gpaiinos, ux cmpykmypa u
npupooa.

2. IToocomoska Oannwix 015t NpAKmuyeckol pabomol (co60p Gailios ¢ YUCmvim u PEOOHOCHbIM KO-
dom). O630p mMemo0dos pazdeneHus: (haiiios Ha Yucmoie U 8peOOHOCHbIE.

3. Copmuposka HeobXxo0umvix 0151 00yYeHusi RPU3HAKOS NO 3apanee NoO20MOGLEeHHbIM Qaliam, mo
ecmy noryueHue moabko mex Npu3HaKos, Komopbvle no3eoaAm 000UMbCsa Haubolee MoUHO20 pe3ynbma-
ma npu 00yueHuu.

4. Peanuszayus HeCKOIbKUX AICOPUMMOB MAUUHHO20 00YUeHUs U 8blO0p cpedu HuX Haubonee dQpex-
MUBHO2O.

Knwueswle cnosa: ungopmayuonnas bezonacrocms, epedonoctoe 110, PE-gaiinbi, anaius epedo-
HOCHBIX NPOSPAMM, MAUWUHHOE 00YYeHUe, NPUSHAKU.



