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Jannoe uccnedosanue noceéaujeHo CPAGHEHUIO PAMUYHBIX AICOPUMMOE MAUWUHHO20 00YYeHus O
BbIAGNICHUSA HAUYUS CAXAPHO20 Juabema y nayuenmos. Mcnonv306anuce 0annvle, cooepicaujue maxkue
Ouomempuueckie napamempul, KaK yposeHb 2II0KO3bl 8 KPOGU, apmepuanbHoe 0asienue, UHOeKC Mac-
col mena (BMI) u opyeue noxkazamenu. B pamxax pabomsi 6biiu npomecmuposanvl HeCKOIbKO MOOeel,
BKIIOUASL TOSUCTNUYECKYVIO PecPeccuro, Memoo onopuvix eexkmopos (SVM), k-onuocatiwux coceoeii (KNN)
u ancamonesvie memoowl, maxue kak XGBoost, LightGBM u CatBoost. [{ns nogvluieHss moyHocmu mooe-
J1ell ObLaU UCTIONB3068AHBL MEMOObL baNancuposKu kaaccog ¢ nomowplo SMOTE u onmumuzayus eunepna-
pamempog ¢ ucnonvzosaruem GridSearchCV. Camyro 8vicokyro mouyHocms npedckazarus, paeuyio 90,2%,
npooemoncmpupogana mooens XGBoost. Dmu pe3ynvmanvi nOOMEepucOaiom gblCoKyI0 Iphexmusnocms
aneopummo8 MauuHHo20 00y4eHus 6 ouacHocmuke OUuadbema, ymo Modxicem Haumu npumenenue 6 meou-
YUHCKOU npakmuxe 015t o30anusi 601ee MOYHbIX UHCMPYMEHMO8 NPOSHOZUPOBAHUSL.

Knrwoueswle cnosa: [{uabem, mawunnoe ooyuenue, ouaenocmura, XGBoost, noeucmuueckas pezpec-
cusl, aneopummbl, MEOUYUHCKAs OUACHOCTUKA, AHCaMOLegble Memoobl, NPOSHO3Uposanue, buomempuue-
cKue danmvle.

Introduction. Diabetes mellitus is one of the most common chronic diseases affecting
millions of people worldwide. The importance of timely and accurate diagnosis cannot be
overestimated, as it reduces the risk of serious complications such as cardiovascular disease,
kidney failure, and nervous system damage [ 1, 2]. In recent years, machine learning methods
have been widely used in the analysis of large amounts of data in medicine [3-6]. They can
effectively process biometric information to identify patterns and predict diseases such as
diabetes based on patient characteristics.
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The aim of this study is to compare different machine learning algorithms for
diabetes diagnosis using open datasets. The main objective is to determine the model
that will provide the highest accuracy in predicting the presence of diabetes in patients.
Models such as logistic regression, support vector machine (SVM), nearest neighbors
(KNN), as well as more complex ensemble methods including XGBoost, LightGBM,
and CatBoost are considered. To improve accuracy, hyperparameter optimization and
data balancing methods were applied using the SMOTE (Synthetic Minority Expansion
Technique).

The results of the study will allow us to evaluate the applicability of various machine
learning models for diabetes prediction and will offer more accurate tools for medical
diagnostics.

Materials and Methods. The study was conducted on the open dataset for diabetes
prediction, which contains patient information such as glucose level, pressure, BMI, insulin
level and other parameters. The data was divided into training and testing sets in a ratio of
80/20 using the random split method (train_test_split). To improve model training, all data
were normalized using StandardScaler. Some of the data are listed in Table 1.

Table 1 — Part of the patient data

Blood | Skin Diabetes
Ne | Pregnancies | Glucose . Insulin | BMI | Pedigree | Age | Outcome
Pressure | Thickness .

Function
1 1 109 60 8 182 | 20,0 0,947 21 0
2 1 90 62 18 59 25,1 1,268 25 0
3 1 125 70 24 110 | 24,3 0,221 25 0
4 1 119 54 13 50 22,3 0,205 24 0
5 5 116 74 29 0 433 0,66 35 1
6 8 105 100 36 0 43 0,239 45 1
7 5 144 82 26 285 32 0,452 58 1

Since the original data had class imbalance (lower percentage of patients with a positive
diagnosis), the SMOTE (Synthetic Minority Over-sampling Technique) method was used
to synthetically increase the minority class data. This allowed us to create a more balanced
sample and improve the ability of the models to classify correctly.

To improve the performance of machine learning models, a hyperparameter selection
technique called GridSearchCV wasused. Thismethod allows finding optimal hyperparameter
values for each model through an exhaustive search over a specified parameter grid and
evaluating the models using cross-validation.

Formally, the hyperparameter selection process can be represented as follows. For each
combination of hyperparameters.

0 = (Mestimatorss @mars N> Smin spi) the model is trained on the training dataset X, and
evaluated using the accuracy metric accuracy (X,..,Y...), Where X, is the validation dataset
and y,,, are the predicted labels.
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The problem of finding optimal hyperparameters is reduced to the following optimization
problem:

* 1 i i
0 = argmax, ;Z; accuracy(X Vo) )

where k is the number of folds in cross-validation, is the validation sample for the i-th fold,
and are the predictions for the given sample. X.,,, 5.,

Using hyperparameter selection techniques, we were able to explore the hyperparameter
space and select the optimal values that provide the highest accuracy on the validation
data. These optimal hyperparameters were then used to finally train the models on the full
training dataset and to evaluate their performance on the test set.

Model selection and justification

As part of the diabetes prediction study, a number of machine learning models
were analyzed, each of which has certain advantages for solving the classification
problem.

Logistic regression, due to its simplicity and interpretability, has become the first choice
for analyzing the linear relationship between input features and outcome probabilities. Sup-
port vector machines (SVM) have been used to determine the optimal hyperplane [7], which
is especially effective on small datasets with clearly delineated classes. K-nearest neighbors
(KNN) have been used for classification based on the closest instances in feature space [8],
making this model particularly suitable for data with simple structure.

For more complex forecasting tasks, ensemble methods based on decision trees were
used, such as gradient boosting, XGBoost, LightGBM, and CatBoost. Gradient boosting
was used to consistently reduce errors using weak models, while XGBoost was chosen for
its high performance and speed [9], making it a popular choice in machine learning com-
petitions. LightGBM, which provides optimizations for large amounts of data [10], and
CatBoost, which works efficiently with categorical features without precoding, were also
included in the analysis.

The integrated forecasting approach has been enhanced by the use of ensemble stack-
ing and bagging methods, which allow the predictions of multiple models to be aggregated,
thereby reducing the overall error and increasing the stability and accuracy of the final
forecast.

Thus, the choice of models was determined by the desire to take into account the specif-
ics of the data and the task as much as possible, while ensuring a comprehensive approach
to data analysis and processing, which ultimately contributes to increasing the accuracy and
reliability of diabetes prediction.

Results and Discussion. Figure 1 shows a heat map of descriptive statistics for key
biometrics related to diabetes. The visualization shows key statistical characteristics such as
mean, standard deviation, minimum and maximum values for each variable. High glucose
and insulin values are highlighted in saturated colors, while other parameters such as body
mass index and diabetes pedigree function are shown in calmer tones. This allows for a
visual assessment of the data distribution and identification of key parameters that influence
diabetes diagnosis.



Alimbayev Ch. A. e. a. Comparison of machine learning algorithms for diagnosing diabetes 27

Figure 1 — Heat map of descriptive statistics for key biometric indicators

For a more detailed analysis of the dependence of patients' biometric indicators on the
presence of diabetes, histograms of the distribution of key variables such as the number
of pregnancies, glucose levels, blood pressure, body mass index (BMI) and age were
constructed and are shown in Figure 2. The data were divided into two groups: patients
with diabetes (Outcome = 1) and patients without diabetes (Outcome = 0). This allowed us
to identify differences in the distribution of values for both groups and clearly demonstrate
which factors may be key in diagnosing diabetes.

The graphs show that patients with diabetes are more likely to have more pregnancies,
higher glucose levels, and higher body mass index (BMI), indicating that these factors
are associated with the risk of the disease. Glucose levels in patients with diabetes are
predominantly above 125, while those without diabetes range from 75 to 125. Although the
distribution of blood pressure is similar in both groups, patients with diabetes often have
higher values. In addition, most patients with diabetes are in the 40-60 age group, indicating
an increased risk of developing diabetes at this age, while age is more evenly distributed in
patients without diabetes.
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Figure 2 — Histograms of distribution of key variables

The following results were obtained from applying different machine learning models
to predict diabetes. All models were trained on standardized data with class balancing using
the SMOTE method and hyperparameter optimization via GridSearchCV. This significantly
improved the accuracy of the models and their ability to classify patients.

The main models such as logistic regression, support vector machine (SVM), k-nearest
neighbors (KNN), and ensemble methods (XGBoost, LightGBM, and CatBoost) showed
different performance depending on the data specifics. The heat map of metrics for all
models is shown below in Figure 3.

The figure shows a heat map illustrating the Precision, Recall, and F1 scores of different
machine learning models applied to the diabetes prediction task. These metrics allow us to
evaluate the performance of each model in terms of its ability to correctly classify diabetes
cases and avoid false positives.

The most effective model for predicting diabetes was the XGBoost algorithm, which
showed the highest accuracy (90.2%) and relatively fast training time. This is due to its
ability to work with large data sets and effectively handle complex dependencies between
features. LightGBM and CatBoost also showed good results, which indicates the importance
of using ensemble methods when solving forecasting problems.
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Figure 3 — Heat map of metrics for machine learning models

The application of hyperparameter optimization and class balancing methods had a
significant impact on improving the results of all models, which confirms the need for their
use in such studies.

Conclusion. In this study, various machine learning algorithms for diagnosing diabetes
based on patients’ biometric data were analyzed. Among the models considered, the XGBoost
algorithm demonstrated the highest accuracy, reaching 90.2%. This result confirms the high
efficiency of ensemble methods in medical diagnostics.

The findings highlight the importance of using advanced machine learning techniques
to improve the accuracy of predicting diseases such as diabetes, opening up new prospects
for using such approaches in clinical practice to diagnose patients more accurately and
quickly.

However, it should be noted that the study has its limitations. It was conducted on a
relatively limited data set, which may affect the generalizability of the models to other
populations. To improve the reliability of the results, more diverse data will need to be used
in the future, as well as consideration of additional factors such as genetic predisposition
and lifestyle characteristics of the patients.

Thus, the proposed machine learning methods have shown their promise and can serve
as a basis for further research in the field of medical diagnostics aimed at improving the
quality of disease prediction and treatment.

Funding: This research was funded by Ministry of Science and Higher Education of the
Republic of Kazakhstan, grant number AP23483882.

REFERENCES

1 Saeedi, P., Petersohn, 1., Salpea, P., Malanda, B., Karuranga, S., Unwin, N., & Williams, R.
(2019). Global and regional diabetes prevalence estimates for 2019 and projections for 2030 and



30 Becmnux Hayuonanvhoti unsceneproi akademuu Pecnyonuxu Kazaxcman. 2024. Xe 3 (93)

2045: Results from the International Diabetes Federation Diabetes Atlas. Diabetes Research and
Clinical Practice, 157, 107843. https://doi.org/10.1016/j.diabres.2019.107843

2 Zheng, Y., Ley, S. H., & Hu, F. B. (2018). Global actiology and epidemiology of type 2 diabetes
mellitus and its complications. Nature Reviews Endocrinology, 14(2), 88-98. https://doi.org/10.1038/
nrendo.2017.151

3 Al-Mallah, M. H., Qureshi, W. T., Kukafka, A., & Stoletniy, L. (2020). Machine learning
and prediction in cardiovascular diseases: Toward better understanding of global cardiovascular
risk. Journal of the American College of Cardiology, 75(24), 3044-3054. https://doi.org/10.1016/j.
jacc.2020.04.049

4 Topol, E. J. (2019). High-performance medicine: The convergence of human and artificial
intelligence. Nature Medicine, 25(1), 44-56. https://doi.org/10.1038/s41591-018-0300-7

5 Shickel, B., Tighe, P. J., Bihorac, A., & Rashidi, P. (2018). Deep EHR: A survey of recent
advances in deep learning techniques for electronic health record (EHR) analysis. IEEE Journal of
Biomedical and Health Informatics, 22(5), 1589-1604. https://doi.org/10.1109/JBHI.2017.2767063

6 Chen, T., & Guestrin, C. (2016). XGBoost: A Scalable Tree Boosting System. Proceedings of
the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 785-
794. https://doi.org/10.1145/2939672.2939785

7 Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., & Liu, T. Y. (2017). LightGBM: A
highly efficient gradient boosting decision tree. Advances in Neural Information Processing Systems,
30, 3146-3154. https://doi.org/10.5555/3294996.3295074

8 Prokhorenkova, L., Gusev, G., Vorobev, A., Dorogush, A. V., & Gulin, A. (2018). CatBoost:
unbiased boosting with categorical features. Advances in Neural Information Processing Systems,
31, 6638-6648. https://doi.org/10.5555/3327757.3327770

9 Chawla, N. V., Bowyer, K. W., Hall, L. O., & Kegelmeyer, W. P. (2002). SMOTE: Synthetic
Minority Over-sampling Technique. Journal of Artificial Intelligence Research, 16, 321-357. https://
doi.org/10.1613/jair.953

10 Gulshan, V., Peng, L., Coram, M., Stumpe, M. C., Wu, D., Narayanaswamy, A., ... & Webster,
D. R. (2016). Development and validation of a deep learning algorithm for detection of diabetic
retinopathy in retinal fundus photographs. JAMA, 316(22), 2402-2410. https://doi.org/10.1001/
jama.2016.17216.



