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The need for search and rescue (SAR) operations arises in various situations: natural disasters such
as earthquakes, hurricanes, floods or avalanches, accidents, etc. It is known that the large volume and
diversity of the identified area, the limited view, dangerous conditions and the presence of victims in
remote or hard-to-reach places complicate such work. The use of advanced technologies such as robotics
in improving the efficiency of search and rescue operations to solve problems in these cases allows us to
obtain rational solutions.

A robotic assistant for search and rescue operations has been developed, a 3D model has been
developed. The robot is controlled autonomously or remotely, overcome difficult terrain, collect data
and perform tasks that contribute to the search and rescue process. Internet of Things devices and
sensors interact over the network, allowing you to collect, analyze and share data in real time. The
Arduino board was chosen to create the project. The device circuit was assembled and the operation of
the sensors was combined. The device used an ultrasonic sensor, a camera, LED lamps and a speaker
for the sound of a siren. The robot assistant works in both offline and manual modes. The device is
controlled via a web interface, and the video received by the camera is provided in real time. The wheels
of the device can move over any terrain, and the device is designed so that it can move on both sides
(under and over).
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1[30ecmipy-KymKapy sHCyMulcmapbii JHCypeizy Kadxcemminiei ap mypii sicag2oaunapoa myblHOauobl:
Jicep CINKIHICI, 0ayblil, Cy MACKbIHbL Hemece Kap KOWIKiHI, anammap HcoHe m.o. Cuskmol maousu anam-
map. AHbIKmanean aymakmoly YikeH Kojiemi MeH apmypiiniei, wekmeyni KopiHici, Kayinmi dcagoatiiapvl
JiCoOHe 3apOan WeKKeHOepOiy Wan2ail Hemece dcemy KUblH ocepiepoe 0O0Iybl MYHOAU HCYMbLCHIbL
Kubinoamamuinvl  6encini. Ocvl  dcaz0aunapoa npooremanrapobl wewly yuin i30ecmipy-Kymiapy
JHCYMBICIAPBIHBIY MUIMOLTIZIH apmmblpyO0a poOOMOMEXHUKA CUAKMbL 031K, MEXHONOUANAPObl KONOAHY
YMbLMObL wiewimoep any2a MyMKiHOIK Oepeo.

I3oecmipy-Kymxapy scymvlcmapbinbly pooommuix kemexuiici — 3D mooeni srcacandwi. Pobom aemo-
HOMObL Hemece KaublKman 0ackapbliaobl, KUblH dcepiepoi eycepedi, 0epekmepol HCUHANObL HCIHe (30ey-
KYmKapy npoyecine viknai ememin mancbipmaniapobl opuinoatiosl. Mnmepnem 3ammapuvl KYpblagbliapsl
MeH ceHcopaapul Jiceni apKblibl 03apa IpeKemmecin, HaKmbvl YaKblm pexcuminoe 0epekmepoi Jcunayad,
manoayza dcone benicyee MyMKIiHOIK Oepedi. JKobamwvl acacay ywin Arduino makmacel mayoanowl.
Kypbiizor mizoeci Kypacmulpulibli, CEHCOPLAPObIH HCYMbICbL OIpIKkmipindi. Kypoligvl cupenatnsiy OblObl-
Cbl YUiH YIbMmpaoblObLCMbLK CeHCOpObl, Kameparul, Kapuikouoomer wamoapowl Heane OUHAMUKME naiioa-
aanovl. Pobom xemerwici oghnaiin pexicuminde oe, Konmer 0e scymulc icmetldi. Kypwviizvl 6ed-unmepgetic
apKbLIbL OACKAPBLIAObL, Al KaMepa KabblioazaH betine HaKmyl YaKslm pesicuminoe bepinedi. Kypviizviubly
OdoHeenekmepi Ke3 KeleeH pebegme K03eanda anaobl, i KYPuLIgbl eKi HCAbIHAH (ACMbIHAH JCIHe YCMIHEeH)
K038ana anamuvlHOal emin HcacaneaH.

Tyitin co30ep: axpiiovl Kanaiap, pobom kemexutici; Arduino; M2M,; cencopnap.
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Heobxooumocmuv ¢ npogedenuu nouckoso-cnacamenvhvix onepayuti (SAR) eoznukaem 6 pazniuynvix
CUMYaAyUaAX: CMUXUTHLIX 6€0CTBUAX, MAKUX KAK 3eMAeMPACEHUA, YPA2aHbl, HAB0OHEHUs U 1ABUHDbI, He-
cHacmubIX cayuasx u m.o. Mzeecmno, umo 6onvbuloi 06vem u pasHoobpasue Gbla6ieHHOl meppumopu,
ocpanuyennvill 0030p, ONACHbBIE YCI0BUA U NPUCYIMCINGUE NOCMPAOAGUIUX 8 OMOAIEHHbIX UIU MPYOHO-
O0OCMYNHBIX MECMax YCL0NACHAIOm MakKylo pabomy. Hcnonvzoeanue nepedosvbix mexHoN0eutl, makux Kax
pobomomexnuxa, O0ia NOGbIUEHUSA IPPEKMUBHOCIU NOUCKOBO-CHACAMENbHBIX ONnepayull Oisl peuleHus
npoodneM 6 IMUX CIYUASX NO3GONSIEN HAM NOIYYAMb PAYUOHATLHBLE PEUECHLS.

Paspaboman pobom-accucmenm 071 NOUCKOBO-CRACAMENbHBIX onepayuil, paspabomana 3D-mooenv.
Pobom ynpasisiemcest agmonomMHo unu OUCAHYUOHHO, NPE00ONe8Aent CLONCHYIO0 MECIMHOCMb, coOupaem
OaHHble U BLINONHAC 3A0aUu, KOMopble CHOCODCMEYIOM NOUCKOBO-CNACAMENbHOMY npoyeccy. Ycmpoli-
cmea u oamuuxu Mnmepnema eewjetl 3aumo0eiicmsyiom no cenu, 0360751 coOupamv, aHaIu3uposams
U 0OMEeHUBAMbCA OAHHBIMU @ PEdCUME PealbHO20 epemeHu. [ co30anusa npoekma Oviaa eblopana nia-
ma Arduino. Beina cobpana cxema ycmpouicmsa u obvedunena paboma damuuxos. B ycmpoiicmee uc-
NONb30BANUCH VILIMPA38YKOBOU OAMYUK, Kamepd, C8emOOUOOHbLE TaMNbl U OUHAMUK Olisi NOOAYU 38VKA
cupenvl. Pobom-accucmenm pabomaem Kax @ agmoHOMHOM, MAK U 8 PYYHOM pedicumax. Ynpasnenue
YCMPOUCMEoM 0Cywecmeisiemcs uepes eeo-unmepgetic, a 6u0eo, noyuaemoe Kamepou, npedocmagis-
emcsi 6 pedicume peanvHozo epemenu. Koneca yempoiicmea moz2ym nepeogueamuvcsi no aodoti Mecmuocmu,
a camo ycmpoucmeo CKOHCMPYUpOBAHo Maxkum oopasom, 4mo Modicem nepemeujamspcs 6 06e cmopoHbsl
(noo u nao).

Knrouesnle cnosa: ymnvle 2opooa, pobom-accucmenm, Arduino, M2M, oamuuxu.
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Introduction. The Internet of Things (IoT) is a collection of networks, objects and
devices connected via the Internet. It interacts with the internal and external environment.
The IoT reacts accordingly, sensing the impact on the environment. It provides the
environment with advanced technology and improves the quality of human life. [oT allows
devices to communicate with each other physically or virtually. You can create an intelligent
environment using loT and connect at any time with any device. [oT is used to collect,
analyze and process data from various drives and sensors, which are then transmitted
wirelessly via smartphones or computers [1][2].

IoT is a set of several technologies such as embedded systems, widespread
computing, drives, environmental research, sensors, Internet and communication
technologies, etc.[3]

IoT is a combination of hardware and software. The main purpose of [oT is to connect
the device and establish a continuous connection anywhere on the network. [oT has evolved
from machine-to-machine connectivity (M2M). When M2M is connected, the devices
connect to the cloud and manage the collected data [4].

Currently, the applications used in [oT are developing rapidly and play an important
role in raising living standards in each of the IoT applications, including household
appliances, smart energy, environment, industry, etc. and create a favorable environment
[5]. IoT delivery services are used in transportation, logistics, automation and remote
monitoring.

Smart cities applications can be recommended as the most common application of
10T [6][7]. It is used in smart cities to monitor the material condition of buildings and
bridges. He also observes how there is some kind of vibration in the buildings. Lighting-
provides smart and weather-adaptable light in street light systems. Transportation
consists of smart roads and highways with warning messages and anomalies for any
unforeseen events. It is used to ensure the safety of the population by identifying and
preventing emergencies.

Security systems in “smart homes” of cities consist of fire extinguishing services,
emergency notification, digital video surveillance and research works [8-10] have an
extensive overview. In emergency situations such as earthquakes, fires, obtaining rational
solutions for rescue and search work at the accident site allows to save human life and
minimize the threat. In addition, such robots help identify people in an emergency situation
using algorithms based on machine learning algorithms [11].

Arduino is a small single-chip computer board that can be used for applications and
robot assistants based on IoT technologies, as well as for various creative hardware projects.
It consists of an electronic unit and software. The electronic unit is a microcontroller and a
printed circuit board with the elements necessary for operation. The second part is software
development, including a simple development environment and the C/C++ programming
language.

The hardware consists of a simple microcontroller board and a chipset. Programming
is done through a Java-based IDE. Finally, Arduino is an excellent open source hardware
platform for experimenting with the world of the Internet of Things. A small Arduino board
can be used to create useful and interactive Internet projects. loT automates human labor
and reduces human resources.
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Related works. In recent years, attention has been paid to the use of robots in search
and rescue operations, due to their increased efficiency and safety in an emergency situation.
Therefore, it is important to study modern technologies, applications, problems and future
directions of using robots as assistants for search operations in emergency situations.
Cardona Gustavo A. and Juan Calderon M. in their study research the movement of multi-
robotic systems based on Swarm theory, modeling various extreme situations based on the
consensus algorithm [12]. The authors note the possibility of using the device in search and
rescue work.

Various robots are used in search operations, including ground-based, unmanned aerial
vehicles and underwater robots. The paper presented by Queralta J. P and other authors
provides an overview of multi-robotic systems supporting SAR operations, taking into
account system-level ideas, as well as focusing on algorithmic perspectives of coordination
and perception of several robots [13]. The various research topics relate to the various
problems and limitations faced by different types of robots (surface, aerial, surface or
underwater) and various search and rescue facilities (marine, urban, desert or other post-
disaster situations). Chatziparaschis D. and other authors propose to combine aerial and
ground robots [14]. The specified device can determine the shape of the human body based
on the Darknet neural network.

Ground robots are usually designed as platforms, such as wheeled or tracked systems
equipped with sensors for navigation and mapping.

Unmanned aerial vehicles have advantages in providing aerial reconnaissance, real-
time situational monitoring and access to hard-to-reach regions. Chen Junjie and other
authors are considering the possibility of providing an aerial robot with a holistic picture of
complex urban disaster zones by combining ground-based radar (GPR) for unmanned aerial
vehicles and other sensors such as the Global Navigation Satellite System (GNSS), inertial
measurement Unit (IMU) and cameras [15].

Underwater robots are equipped with sonar and cameras for navigation and object
detection, which is suitable for underwater search operations.

By their application, robots are an indispensable tool during natural disasters, search
and rescue operations in cities or when searching for people in remote places. Novotny
G. A. and other authors are designing a robot that will be used during a nuclear disaster
[16]. The authors note that Mobile robots help to reduce risks and help rescue teams
receive operational information, as well as help in garbage collection and search and
rescue operations.

During a natural disaster: it telps to explore areas affected by earthquakes, hurricanes,
floods and tsunamis, find survivors and deliver basic necessities. Firthous M. A. and
Kumar R. study the directions of movement of robots during a natural disaster [17]. The
proposed robots exchange information with other robots by determining a level of CO, in
the regions.

In the Urban Search and Rescue Service (USAR): during the collapse of buildings or
destruction of infrastructure, robots roam the ruins, detecting signs of life and providing
rescuers an important information. The robot used in such conditions is presented by
Sharmin S. and other authors [18]. The device is controlled remotely from the station and
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transmits thermal and video transmission of the accident site, as well as environmental
sensor data through the control station to an associated web application.

SAR: Helps to find missing persons in remote or places difficult relief, perform search
operations and deliver supplies to people in difficult situations.

Structurally, robotic assistants can be used by combining several sensors: LIDAR, thermal
imaging and gas detectors and other sensors. This improves the reception capabilities of the
device and allows to receive accurate emergency information and identify objects. Based on
an autonomous navigation structure, the works allow to autonomously perform tasks such as
localization, mapping and road planning, adapt to dynamic conditions and avoid obstacles.
Human-robot interaction focused robots consist of user interface, gesture recognition and
natural language processing systems. If the structure is focused on coordinating the actions
of several robots, If the structure is focused on coordinating the actions of several robots,
they can perform joint strategies such as group intelligence, task allocation and management
algorithms and effectively cover large areas.

It is necessary to take into account the conditions that prevent an operation of assistant
robots. For example, uneven terrain, climbing stairs or overcoming obstacles can be
difficult, especially in crowded or enclosed areas. In addition, bandwidth limitations, signal
interference and loss of communication can make it difficult to transfer real-time data
between robots and control centers, interfere with coordination work. Power limitations
and battery life limitations limit the endurance and operating range of robots, especially in
long-term or remote missions.

The advantages of robot assistants are listed below:

— the use of miniature sensors, lightweight materials and reliable communication
systems;

— artificial intelligence and machine learning models using: autonomous decision-
making using artificial intelligence algorithms for object recognition, anomaly detection
and decision-making. Seidalieva, U. in the work presented by other authors, they explore
the prevention of emergency situations using video and image processing based on deep
learning models [19][20]. Utebayeva, D. and other authors detect these situations using
sound [21][22]. Momunkulov, Z. and other authors have created a deep learning model for
detecting emergencies using the sounds of screams, breaking windows, explosions, weapons
etc. [23]. The use of such deep learning models on robotic assistants increase the efficiency
of search and rescue operations;

— development of common interfaces, protocols and standards simplifies interaction
between different robotic platforms and improves compatibility between collaborative
teams;

— issues related to privacy, data security and the ethical use of autonomous systems is
crucial to ensure public trust and acceptance of robotic assistants in emergency response
situations.

Solutions. 3D model. 3D modeling was performed to effectively position the external
shape and components of the robotic assistant. It allows to design the physical structure,
components and overall layout of the robot. The TinkerCAD application was used to design
3D model (see Fig.1 and Fig.2).
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Figure 1 — 3D model of robotic assistant

Figure 2 — Design of device components on the platform

Sensors. An ESP32-COM camera with Wi-Fi and Bluetooth functions, an HC-SR04
ultrasonic sensor, infrared sensors and much more were used to collect environmental data,
detect obstacles and detect objects. LED lights and a sound speaker were also used to attract
people’s attention. Simultaneous implementation of environmental mapping and position-
ing algorithms was performed using methods such as localization and mapping (SLAM).

Communication module. A wireless communication module (such as WiFi or Cellu-
lar) has been integrated to communicate with [oT devices, control centers or other robots.

Power system., A reliable power system was installed using lithium polimer batteries
with a nominal value of 7 V and power control schemes to provide enough power for the
robot to operate in normal mode.

Control. The microcontroller was used to control robot movement, process sensor data
and communicate with IoT devices. A web page has been prepared that allows to remotely
monitor and control the robot, broadcast live video streaming and receive alerts (see Fig.3).
The L298N integrated motor drive (IC) circuit was used to control the motors. For easy
passing through difficult terrain and ithe rubble of destroyed buildings, the chassis was
chosen in the form of a «caterpillary.
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IoT connection. IoT protocols such as MQTT, CoAP etc. have been used for communi-
cation and data exchange between the robot and IoT devices or cloud platforms.

Software. It was noted above that a web page is used to control the robot. Sublime Text
and an Internet browser were used to create the web interface (see Fig.3).

Figure 3 — Designed robot control web interface

Libraries were used such as dl_lib_matrix 3d.h for camera operation; esp32-hal-led.h -
for controlling servomotors; esp_http server.h - for http server operation; esp_timer.h - for
working with software timers; esp_camera.h and img_convertors.to work with the camera;
Arduino.h - to connect the main Arduino library file to use standard functions.

Algorithms and control systems. The Arduino Nano microcontroller and Arduino
IDE programming environment were used to control since the robotic assistant performing
search and rescue operations was developed based on [oT technologies. The following is
the assignment of the directions of movement (see Fig.4) and ultrasonic sensor settings (see
Fig.5) in the Arduino IDE programming environment. A standard library NewPing was used
for the operation of the ultrasonic sensor.

Figure 4 — Moving directions Figure 5 — Setup of ultrasound sensor’s parametres
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If the distance is less than or equal to 30 centimeters, it performs several movements,
including randomly choosing between stopping, rewinding, stopping again, and turning left
or right before stopping again. If the distance exceeds 30 centimeters, it begins to move
forward.

After initializing the code written in the Arduino IDE, we get the opportunity to control
the robot in two modes: automatic and manual. After initialization, the code that manages the
project goes into a repeating cycle and will run until the power supply on the microcontroller
is exhausted. There are several command sequences that are important for manual control of
the robot: these are commands for controlling the robot’s forward and backward movement
and commands for vertical and horizontal rotation. These commands are transmitted to the
robot via a web page. The following commands are available in manual control mode:

- Connecting the camera;

- Turning off the camera;

- Moving the robot forward;

- Moving the robot backwards;

- Movement of the robot to the right;

- Movement of the robot to the left.

Figure 6 — 10T based robot assistant for SAR operations

In addition, the robot also works in automatic mode, as mentioned above. That is, the
robot is able to independently bypass objects and automatically determine the location of
affected people.

A robotic assistant based on [oT technologies is shown in the figure above (see Fig.6).

Conclusion and future work. A hardware and a software components, including
sensors, communication systems and data analysis solutions were considered to design a
robotic assistant for search and rescue operations. The selection and implementation of
these components plays an important role in the overall functionality and performance
of'the device.The development of a robot for search and rescue operations is a promising
perspective solutions the case of emergency, natural disasters. This will reduce the
risks to human life, response time and improve the efficiency of work in emergency
situations.
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In the future, the integration of machine learning models will be considered to identify
victims on the base of audio and video data processing and make appropriate decisions.
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solving methods”.

REFERENCES

1 Smailov, N., Tsyporenko, V., Sabibolda, A., Tsyporenko, V., Kabdoldina, A., Zhekambayeva,
M., ... & Abdykadyrov, A. (2023). Improving the accuracy of a digital spectral correlationinterfero-
metric method of direction finding with analytical signal reconstruction for processing an incomplete
spectrum of the signal. Eastern-European Journal of Enterprise Technologies, 125(9).

2 Sabibolda, A., Tsyporenko, V., Tsyporenko, V., Smailov, N., Zhunussov, K., Abdykadyrov, A.,
... & Duisenov, N. (2022). Improving The Accuracy And Performance Speed Of The Digital Spec-
tral-Correlation Method For Measuring Delay In Radio Signals And Direction Finding. Eastern-
European Journal of Enterprise Technologies, 1(9), 115.

3 Keramidas, G., Voros, N., & Hiibner, M. (2016). Components and services for [oT platforms.
Cham: Springer International Pu.

4 Peng, S. L., Pal, S., & Huang, L. (Eds.). (2020). Principles of internet of things (IoT) ecosys-
tem: Insight paradigm (pp. 263-276). Springer International Publishing.

5 Tripathy, B. K., & Anuradha, J. (Eds.). (2017). Internet of things (IoT): technologies, applica-
tions, challenges and solutions. CRC press.

6 Ejaz, W., & Anpalagan, A. (2019). Internet of things for smart cities: technologies, big data and
security (pp. 1-15). Berlin/Heidelberg, Germany: Springer International Publishing.

7 Ullo, Silvia Liberata, and G. R. Sinha. 2020. “Advances in Smart Environment Monitoring
Systems Using [oT and Sensors” Sensors 20, no. 11: 3113. https://doi.org/10.3390/s20113113

8 Yamagata, Y., & Yang, P. P. (Eds.). (2020). Urban systems design: creating sustainable smart
cities in the internet of things era. Elsevier.

9 Smys S. A survey on internet of things (IoT) based smart systems //Journal of ISMAC. —2020.
—T.2.—Ne. 04. — C. 181-189.

10 Bhavna, D., & Sharma, N. (2018). Smart Home Automation using IoT. International Journal
of Engineering Sciences and research technology. 7(5): 435 — 437.

11 Dosbayev, Z., Kozhabekova, P., Beissenova, G., Iztayev, Z., Seitkhanova, A., Azhibekova, Z.,
... & Seidaliyeva, G. (2021). Audio based dangerous event recognition in indoor environment. Jour-
nal of Theoretical and Applied Information Technology, 99(13), 3120-3132.

12 Cardona, Gustavo A., and Juan M. Calderon. 2019. “Robot Swarm Navigation and Victim
Detection Using Rendezvous Consensus in Search and Rescue Operations” Applied Sciences 9, no.
8: 1702. https://doi.org/10.3390/app9081702.

13 J. P. Queralta et al., “Collaborative Multi-Robot Search and Rescue: Planning, Coordination,
Perception, and Active Vision,” in [EEE Access, vol. 8, pp. 191617-191643, 2020, doi: 10.1109/
ACCESS.2020.3030190.

14 Chatziparaschis, D., Lagoudakis, M. G., & Partsinevelos, P. (2020). Aerial and ground robot
collaboration for autonomous mapping in search and rescue missions. Drones, 4(4), 79.

15 Chen, J., Li, S., Liu, D., & Li, X. (2020). AiRobSim: Simulating a multisensor aerial robot for
urban search and rescue operation and training. Sensors, 20(18), 5223.



Dosbayev Zh. M. e. a. Design of robotic assistant for search and rescue operations 85

16 Novotny, G. A., Emsenhuber, S., Klammer, P., Péschko, C., Voglsinger, F., & Kubinger, W.
(2019). AMOBILE ROBOT PLATFORM FOR SEARCH AND RESCUE APPLICATIONS. Annals
of DAAAM & Proceedings, 30.

17 Firthous, M. A. A., & Kumar, R. (2020, August). Multiple oriented robots for search and
rescue operations. In /OP Conference Series: Materials Science and Engineering (Vol. 912, No. 3,
p. 032023). IOP Publishing.

18 Sharmin, S., Salim, S. I., & Sanim, K. R. I. (2019, November). A low-cost urban search
and rescue robot for developing countries. In 2019 IEEE International Conference on Robotics,
Automation, Artificial-intelligence and Internet-of-Things (RAAICON) (pp. 60-64). IEEE.

19 Seidaliyeva, U., Ilipbayeva, L., Taissariyeva, K., Smailov, N., & Matson, E. T. (2023).
Advances and Challenges in Drone Detection and Classification Techniques: A State-of-the-Art
Review. Sensors, 24(1), 125.

20 Seidaliyeva, U., Alduraibi, M., Ilipbayeva, L., & Smailov, N. (2020, November). Deep
residual neural network-based classification of loaded and unloaded UAV images. In 2020 Fourth
IEEE International Conference on Robotic Computing (IRC) (pp. 465-469). IEEE.

21 Utebayeva, D., Alduraibi, M., llipbayeva, L., & Temirgaliyev, Y. (2020, November). Stacked
BIiLSTM-CNN for Multiple label UAV sound classification. In 2020 Fourth IEEE International
Conference on Robotic Computing (IRC) (pp. 470-474). IEEE.

22 Utebayeva, D., llipbayeva, L., & Matson, E. T. Practical study of recurrent neural networks
for efficient real-time drone sound detection: a review. Drones 7 (1), 26 (2023).

23 Momynkulov, Z., Dosbayev, Z., Suliman, A., Abduraimova, B., Smailov, N., Zhekambayeva,
M., & Zhamangarin, D. (2023). Fast Detection and Classification of Dangerous Urban Sounds Using
Deep Learning. CMC-COMPUTERS MATERIALS & CONTINUA, 75(1), 2191-2208.



